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#### Abstract

In this paper we derive alternating least squares algorithms for the computation of the block term decompositions introduced in Part II. We show that degeneracy can also occur for block term decompositions.


Key words. multilinear algebra, higher-order tensor, Tucker decomposition, canonical decomposition, parallel factors model

AMS subject classifications. 15A18, 15A69
DOI. 10.1137/070690730

## 1. Introduction.

1.1. Organization of the paper. In the companion paper [11] we introduce decompositions of a higher-order tensor in several types of block terms. In the present paper we propose alternating least squares (ALS) algorithms for the computation of these different decompositions.

In the following subsections we first explain our notation and introduce some basic definitions. In section 1.4 we briefly recall the Tucker decomposition/higherorder singular value decomposition (HOSVD) [40, 41, 6, 7, 8] and also the Canonical/ Parallel Factor (CANDECOMP/PARAFAC) decomposition [3, 15] and explain how they can be computed.

In section 2 we present an ALS algorithm for the computation of the decomposition in rank- $\left(L_{r}, L_{r}, 1\right)$ terms. In section 3 we discuss the decomposition in rank$(L, M, N)$ terms. Section 4 deals with the type-2 decomposition in rank- $(L, M, \cdot)$ terms. Section 5 is a note on degeneracy.
1.2. Notation. We use $\mathbb{K}$ to denote $\mathbb{R}$ or $\mathbb{C}$ when the difference is not important. In this paper scalars are denoted by lowercase letters $(a, b, \ldots)$, vectors are written in boldface lowercase ( $\mathbf{a}, \mathbf{b}, \ldots$ ), matrices correspond to boldface capitals $(\mathbf{A}, \mathbf{B}, \ldots)$, and tensors are written as calligraphic letters $(\mathcal{A}, \mathcal{B}, \ldots)$. This notation is consistently used for lower-order parts of a given structure. For instance, the entry with row index $i$ and column index $j$ in a matrix $\mathbf{A}$, i.e., $(\mathbf{A})_{i j}$, is symbolized by $a_{i j}$ (also ( $\left.\mathbf{a}\right)_{i}=a_{i}$ and $\left.(\mathcal{A})_{i j k}=a_{i j k}\right)$. If no confusion is possible, the $i$ th column vector of a matrix $\mathbf{A}$

[^0]is denoted as $\mathbf{a}_{i}$, i.e., $\mathbf{A}=\left[\mathbf{a}_{1} \mathbf{a}_{2} \ldots\right]$. Sometimes we will use the MATLAB colon notation to indicate submatrices of a given matrix or subtensors of a given tensor. Italic capitals are also used to denote index upper bounds (e.g., $i=1,2, \ldots, I$ ). The symbol $\otimes$ denotes the Kronecker product,
\[

\mathbf{A} \otimes \mathbf{B}=\left($$
\begin{array}{ccc}
a_{11} \mathbf{B} & a_{12} \mathbf{B} & \ldots \\
a_{21} \mathbf{B} & a_{22} \mathbf{B} & \ldots \\
\vdots & \vdots &
\end{array}
$$\right)
\]

Let $\mathbf{A}=\left[\begin{array}{lll}\mathbf{A}_{1} & \ldots & \mathbf{A}_{R}\end{array}\right]$ and $\mathbf{B}=\left[\begin{array}{lll}\mathbf{B}_{1} & \ldots & \mathbf{B}_{R}\end{array}\right]$ be two partitioned matrices. Then the Khatri-Rao product is defined as the partitionwise Kronecker product and represented by $\odot[34]$ :

$$
\begin{equation*}
\mathbf{A} \odot \mathbf{B}=\left(\mathbf{A}_{1} \otimes \mathbf{B}_{1} \ldots \mathbf{A}_{R} \otimes \mathbf{B}_{R}\right) \tag{1.1}
\end{equation*}
$$

In recent years, the term "Khatri-Rao product" and the symbol $\odot$ have mainly been used in the case where $\mathbf{A}$ and $\mathbf{B}$ are partitioned into vectors. For clarity, we denote this particular, columnwise, Khatri-Rao product by $\odot_{c}$ :

$$
\mathbf{A} \odot_{c} \mathbf{B}=\left(\mathbf{a}_{1} \otimes \mathbf{b}_{1} \ldots \mathbf{a}_{R} \otimes \mathbf{b}_{R}\right)
$$

The superscripts $.^{T},{ }^{H}$, and $\cdot^{\dagger}$ denote the transpose, complex conjugated transpose, and Moore-Penrose pseudoinverse, respectively. The operator $\operatorname{diag}(\cdot)$ stacks its scalar arguments in a square diagonal matrix. Analogously, blockdiag(•) stacks its vector or matrix arguments in a block-diagonal matrix. The $(N \times N)$ identity matrix is represented by $\mathbf{I}_{N \times N} . \mathbf{1}_{N}$ is a column vector of all ones of length $N$. The zero tensor is denoted by $\mathcal{O}$.

### 1.3. Basic definitions.

Definition 1.1. Consider $\mathcal{T} \in \mathbb{K}^{I_{1} \times I_{2} \times I_{3}}$ and $\mathbf{A} \in \mathbb{K}^{J_{1} \times I_{1}}, \mathbf{B} \in \mathbb{K}^{J_{2} \times I_{2}}, \mathbf{C} \in$ $\mathbb{K}^{J_{3} \times I_{3}}$. Then the Tucker mode-1 product $\mathcal{T} \bullet_{1} \mathbf{A}$, mode-2 product $\mathcal{T} \bullet_{2} \mathbf{B}$, and mode-3 product $\mathcal{T} \bullet_{3} \mathbf{C}$ are defined by

$$
\begin{aligned}
& \left(\mathcal{T} \bullet{ }_{1} \mathbf{A}\right)_{j_{1} i_{2} i_{3}}=\sum_{i_{1}=1}^{I_{1}} t_{i_{1} i_{2} i_{3}} a_{j_{1} i_{1}} \quad \forall j_{1}, i_{2}, i_{3}, \\
& \left(\mathcal{T} \bullet_{2} \mathbf{B}\right)_{i_{1} j_{2} i_{3}}=\sum_{i_{2}=1}^{I_{2}} t_{i_{1} i_{2} i_{3}} b_{j_{2} i_{2}} \quad \forall i_{1}, j_{2}, i_{3}, \\
& \left(\mathcal{T} \bullet_{3} \mathbf{C}\right)_{i_{1} i_{2} j_{3}}=\sum_{i_{3}=1}^{I_{3}} t_{i_{1} i_{2} i_{3}} c_{j_{3} i_{3}} \quad \forall i_{1}, i_{2}, j_{3},
\end{aligned}
$$

respectively [5].
In this paper we denote the Tucker mode- $n$ product in the same way as in [4]; in the literature the symbol $\times_{n}$ is sometimes used $[6,7,8]$.

Definition 1.2. The Frobenius norm of a tensor $\mathcal{T} \in \mathbb{K}^{I \times J \times K}$ is defined as

$$
\|\mathcal{T}\|=\left(\sum_{i=1}^{I} \sum_{j=1}^{J} \sum_{k=1}^{K}\left|t_{i j k}\right|^{2}\right)^{\frac{1}{2}}
$$

Definition 1.3. The outer product $\mathcal{A} \circ \mathcal{B}$ of a tensor $\mathcal{A} \in \mathbb{K}^{I_{1} \times I_{2} \times \ldots \times I_{P}}$ and a tensor $\mathcal{B} \in \mathbb{K}^{J_{1} \times J_{2} \times \ldots \times J_{Q}}$ is the tensor defined by

$$
(\mathcal{A} \circ \mathcal{B})_{i_{1} i_{2} \ldots i_{P} j_{1} j_{2} \ldots j_{Q}}=a_{i_{1} i_{2} \ldots i_{P}} b_{j_{1} j_{2} \ldots j_{Q}}
$$

for all values of the indices.
For instance, the outer product $\mathcal{T}$ of three vectors $\mathbf{a}, \mathbf{b}$, and $\mathbf{c}$ is defined by $t_{i j k}=a_{i} b_{j} c_{k}$ for all values of the indices.

DEFINITION 1.4. A mode- $n$ vector of a tensor $\mathcal{T} \in \mathbb{K}^{I_{1} \times I_{2} \times I_{3}}$ is an $I_{n}$-dimensional vector obtained from $\mathcal{T}$ by varying the index $i_{n}$ and keeping the other indices fixed [19].

Mode- $n$ vectors generalize column and row vectors.
Definition 1.5. The mode- $n$ rank of a tensor $\mathcal{A}$ is the dimension of the subspace spanned by its mode-n vectors.

The mode- $n$ rank of a higher-order tensor is the obvious generalization of the column (row) rank of a matrix.

Definition 1.6. A third-order tensor is rank-( $L, M, N$ ) if its mode-1 rank, mode2 rank, and mode-3 rank are equal to $L, M$, and $N$, respectively.

A rank- $(1,1,1)$ tensor is briefly called rank-1. The rank of a tensor is now defined as follows.

Definition 1.7. The rank of a tensor $\mathcal{T}$ is the minimal number of rank-1 tensors that yield $\mathcal{T}$ in a linear combination [24].

It will be useful to write tensor expressions in terms of matrices or vectors. We therefore define standard matrix and vector representations of a third-order tensor.

DEFINITION 1.8. The standard $(J K \times I)$ matrix representation $(\mathcal{T})_{J K \times I}=\mathbf{T}_{J K \times I}$, $(K I \times J)$ representation $(\mathcal{T})_{K I \times J}=\mathbf{T}_{K I \times J}$, and $(I J \times K)$ representation $(\mathcal{T})_{I J \times K}=$ $\mathbf{T}_{I J \times K}$ of a tensor $\mathcal{T} \in \mathbb{K}^{I \times J \times K}$ are defined by

$$
\begin{aligned}
\left(\mathbf{T}_{J K \times I}\right)_{(j-1) K+k, i} & =(\mathcal{T})_{i j k} \\
\left(\mathbf{T}_{K I \times J}\right)_{(k-1) I+i, j} & =(\mathcal{T})_{i j k} \\
\left(\mathbf{T}_{I J \times K}\right)_{(i-1) J+j, k} & =(\mathcal{T})_{i j k}
\end{aligned}
$$

for all values of the indices [19]. The standard $(I J K \times 1)$ vector representation $(\mathcal{T})_{I J K}=$ $\mathbf{t}_{I J K}$ of $\mathcal{T}$ is defined by

$$
\left(\mathbf{t}_{I J K}\right)_{(i-1) J K+(j-1) K+k}=(\mathcal{T})_{i j k}
$$

for all values of the indices.
Note that in these definitions indices to the right vary more rapidly than indices to the left. Further, the $k$ th $(I \times J)$ matrix slice of $\mathcal{T} \in \mathbb{K}^{I \times J \times K}$ will be denoted as $\mathbf{T}_{I \times J, k}$.
1.4. HOSVD and PARAFAC. We have now enough material to introduce the HOSVD $[6,7,8]$ and PARAFAC [15] decompositions.

DEFINITION 1.9. A HOSVD of a tensor $\mathcal{T} \in \mathbb{K}^{I \times J \times K}$ is a decomposition of $\mathcal{T}$ of the form

$$
\begin{equation*}
\mathcal{T}=\mathcal{D} \bullet_{1} \mathbf{A} \bullet_{2} \mathbf{B} \bullet_{3} \mathbf{C} \tag{1.2}
\end{equation*}
$$

in which

- the matrices $\mathbf{A} \in \mathbb{K}^{I \times L}, \mathbf{B} \in \mathbb{K}^{J \times M}$ and $\mathbf{C} \in \mathbb{K}^{K \times N}$ are columnwise orthonormal,
- the core tensor $\mathcal{D} \in \mathbb{K}^{L \times M \times N}$ is
- all-orthogonal,

$$
\begin{aligned}
&\left\langle\mathbf{D}_{M \times N, l_{1}}, \mathbf{D}_{M \times N, l_{2}}\right\rangle= \operatorname{trace}\left(\mathbf{D}_{M \times N, l_{1}} \cdot \mathbf{D}_{M \times N, l_{2}}^{H}\right)=\sigma_{l_{1}}^{(1)^{2}} \delta_{l_{1}, l_{2}}, \\
& 1 \leqslant l_{1}, l_{2} \leqslant L, \\
&\left\langle\mathbf{D}_{N \times L, m_{1}}, \mathbf{D}_{N \times L, m_{2}}\right\rangle=\operatorname{trace}\left(\mathbf{D}_{N \times L, m_{1}} \cdot \mathbf{D}_{N \times L, m_{2}}^{H}\right)=\sigma_{m_{1}}^{(2)^{2}} \delta_{m_{1}, m_{2}}, \\
& 1 \leqslant m_{1}, m_{2} \leqslant M, \\
&\left\langle\mathbf{D}_{I \times J, n_{1}}, \mathbf{D}_{I \times J, n_{2}}\right\rangle=\operatorname{trace}\left(\mathbf{D}_{L \times M, n_{1}} \cdot \mathbf{D}_{L \times M, n_{2}}^{H}\right)=\sigma_{n_{1}}^{(3)^{2}} \delta_{n_{1}, n_{2}}, \\
& 1 \leqslant n_{1}, n_{2} \leqslant N ;
\end{aligned}
$$

- ordered,

$$
\begin{aligned}
& \sigma_{1}^{(1)^{2}} \geqslant \sigma_{2}^{(1)^{2}} \geqslant \ldots \geqslant \sigma_{L}^{(1)^{2}} \geqslant 0, \\
& \sigma_{1}^{(2)^{2}} \geqslant \sigma_{2}^{(2)^{2}} \geqslant \ldots \geqslant \sigma_{M}^{(2)^{2}} \geqslant 0, \\
& \sigma_{1}^{(3)^{2}} \geqslant \sigma_{2}^{(3)^{2}} \geqslant \ldots \geqslant \sigma_{N}^{(3)^{2}} \geqslant 0 .
\end{aligned}
$$

Equation (1.2) can be written in terms of the standard $(J K \times I),(K I \times J)$, and $(I J \times K)$ matrix representations of $\mathcal{T}$ as follows:

$$
\begin{align*}
& \mathbf{T}_{J K \times I}=(\mathbf{B} \otimes \mathbf{C}) \cdot \mathbf{D}_{M N \times L} \cdot \mathbf{A}^{T},  \tag{1.3}\\
& \mathbf{T}_{K I \times J}=(\mathbf{C} \otimes \mathbf{A}) \cdot \mathbf{D}_{N L \times M} \cdot \mathbf{B}^{T},  \tag{1.4}\\
& \mathbf{T}_{I J \times K}=(\mathbf{A} \otimes \mathbf{B}) \cdot \mathbf{D}_{L M \times N} \cdot \mathbf{C}^{T} . \tag{1.5}
\end{align*}
$$

This decomposition is a specific instance of the Tucker decomposition, introduced in [40, 41]; columnwise orthonormality of A, B, C and all-orthogonality and ordering of $\mathcal{D}$ were suggested in the computational strategy in [40, 41]. The decomposition exists for any $\mathcal{T} \in \mathbb{K}^{I \times J \times K}$. The matrices $\mathbf{A}, \mathbf{B}$, and $\mathbf{C}$ can be computed as the matrices of right singular vectors associated with the nonzero singular values of $\mathbf{T}_{J K \times I}, \mathbf{T}_{K I \times J}$, and $\mathbf{T}_{I J \times K}$, respectively. The core tensor is then given by $\mathcal{D}=\mathcal{T} \bullet_{1} \mathbf{A}^{H} \bullet_{2} \mathbf{B}^{H} \bullet_{3} \mathbf{C}^{H}$. The values $L, M$, and $N$ correspond to the rank of $\mathbf{T}_{J K \times I}, \mathbf{T}_{K I \times J}$, and $\mathbf{T}_{I J \times K}$, i.e., they are equal to the mode-1, mode- 2 , and mode- 3 rank of $\mathcal{T}$, respectively. Given the way (1.2) can be computed, it comes as no surprise that the SVD of matrices and the HOSVD of higher-order tensors have some analogous properties [6].

Define $\tilde{\mathcal{D}}=\mathcal{D} \bullet{ }_{3} \mathbf{C}$. Then

$$
\begin{equation*}
\mathcal{T}=\tilde{\mathcal{D}} \bullet_{1} \mathbf{A} \bullet_{2} \mathbf{B} \tag{1.6}
\end{equation*}
$$

is a (normalized) Tucker-2 decomposition of $\mathcal{T}$.
We are often interested in the best approximation of a given tensor $\mathcal{T}$ by a tensor of which the mode- 1 rank, mode- 2 rank, and mode- 3 rank are upper-bounded by $L, M$, and $N$, respectively. Formally, we want to find $(\mathbf{A}, \mathbf{B}, \mathbf{C}, \mathcal{D})$ such that $\hat{\mathcal{T}}=$ $\mathcal{D} \bullet_{1} \mathbf{A} \bullet_{2} \mathbf{B} \bullet_{3} \mathbf{C}$ minimizes the least-squares cost function $f(\hat{\mathcal{T}})=\|\mathcal{T}-\hat{\mathcal{T}}\|^{2}$. One difference between matrices and tensors is that this optimal approximation cannot in general be obtained by simple truncation of the HOSVD. The algorithms discussed in $[7,8,14,17,20,21,22,23,44]$ aim at finding the optimal approximation. These algorithms can be initialized with the approximation obtained by truncation.

Besides the HOSVD, there exist other ways to generalize the SVD of matrices. The most well known is CANDECOMP/PARAFAC [3, 15].

Definition 1.10. A canonical or parallel factor decomposition (CANDECOMP/PARAFAC) of a tensor $\mathcal{T} \in \mathbb{K}^{I \times J \times K}$ is a decomposition of $\mathcal{T}$ as a linear combination of rank-1 terms:

$$
\begin{equation*}
\mathcal{T}=\sum_{r=1}^{R} \mathbf{a}_{r} \circ \mathbf{b}_{r} \circ \mathbf{c}_{r} \tag{1.7}
\end{equation*}
$$

In terms of the standard matrix representations of $\mathcal{T}$, decomposition (1.7) can be written as

$$
\begin{align*}
& \mathbf{T}_{J K \times I}=\left(\mathbf{B} \odot_{c} \mathbf{C}\right) \cdot \mathbf{A}^{T},  \tag{1.8}\\
& \mathbf{T}_{K I \times J}=\left(\mathbf{C} \odot_{c} \mathbf{A}\right) \cdot \mathbf{B}^{T},  \tag{1.9}\\
& \mathbf{T}_{I J \times K}=\left(\mathbf{A} \odot_{c} \mathbf{B}\right) \cdot \mathbf{C}^{T} . \tag{1.10}
\end{align*}
$$

In terms of the $(I J K \times 1)$ vector representation of $\mathcal{T}$, the decomposition can be written as

$$
\mathbf{T}_{I J K}=\left(\mathbf{A} \odot_{c} \mathbf{B} \odot_{c} \mathbf{C}\right) \cdot\left(\begin{array}{c}
1  \tag{1.11}\\
\vdots \\
1
\end{array}\right) .
$$

PARAFAC components are usually estimated by minimization of the quadratic cost function

$$
\begin{equation*}
f(\mathbf{A}, \mathbf{B}, \mathbf{C})=\left\|\mathcal{T}-\sum_{r=1}^{R} \mathbf{a}_{r} \circ \mathbf{b}_{r} \circ \mathbf{c}_{r}\right\|^{2} \tag{1.12}
\end{equation*}
$$

This is most often done by means of an ALS algorithm, in which the vectors are updated mode per mode [3, 37]. Since PARAFAC is trilinear in its arguments, updating $\mathbf{A}$, given $\mathbf{B}$ and $\mathbf{C}$, is just a linear least squares problem. The same holds for updating $\mathbf{B}$, given $\mathbf{A}$ and $\mathbf{C}$, and updating $\mathbf{C}$, given $\mathbf{A}$ and $\mathbf{B}$. The algorithm is outlined in Table 1.1. The normalization of $\mathbf{B}$ and $\mathbf{C}$, in steps 2 and 3 , respectively, is meant to avoid over- and underflow. Scaling factors are absorbed in the matrix A. Note that the matrices $\mathbf{B} \odot_{c} \mathbf{C}, \mathbf{C} \odot_{c} \mathbf{A}$, and $\mathbf{A} \odot_{c} \mathbf{B}$ have to have at least as many rows as columns and that they have to be full column rank.

ALS iterations are sometimes slow. In addition, it is sometimes observed that the algorithm moves through a "swamp": the algorithm seems to converge, but then the convergence speed drastically decreases and remains small for several iteration steps, after which it may suddenly increase again. Recently, it has been understood that the multilinearity of PARAFAC allows for the determination of the optimal step size, which improves convergence [33].

In many applications one can assume that $\mathbf{A}$ and $\mathbf{B}$ are full column rank (this implies that $R \leqslant \min (I, J))$ and that $\mathbf{C}$ does not contain collinear vectors. Assume for convenience that the values $c_{21}, \ldots, c_{2 R}$ are nonzero, such that $\mathbf{T}_{I \times J, 2}$ is rank$R$, and that the values $c_{11} / c_{21}, \ldots, c_{1 R} / c_{2 R}$ are mutually different. (If this is not the case, then we can consider linear combinations of slices such that the following reasoning applies.) Then $\mathbf{A}$ follows from the eigenvalue decomposition (EVD) $\mathbf{T}_{I \times J, 1}$. $\mathbf{T}_{I \times J, 2}^{\dagger}=\mathbf{A} \cdot \operatorname{diag}\left(c_{11} / c_{21}, \ldots, c_{1 R} / c_{2 R}\right) \cdot \mathbf{A}^{\dagger}$. In other words, the columns of $\left(\mathbf{A}^{T}\right)^{\dagger}$ are generalized eigenvectors of the pencil $\left(\mathbf{T}_{I \times J, 1}^{T}, \mathbf{T}_{I \times J, 2}^{T}\right)$; see $[1,13]$ and references therein. After having found $\mathbf{A}$, matrix $\mathbf{B}$ may, up to a scaling of its columns, be

Table 1.1

- Initialize B, C
- Iterate until convergence:

1. Update $\mathbf{A}$ :

$$
\mathbf{A} \leftarrow\left[\left(\mathbf{B} \odot_{c} \mathbf{C}\right)^{\dagger} \cdot \mathbf{T}_{J K \times I}\right]^{T}
$$

2. Update B:

$$
\tilde{\mathbf{B}}=\left[\left(\mathbf{C} \odot_{c} \mathbf{A}\right)^{\dagger} \cdot \mathbf{T}_{K I \times J}\right]^{T}
$$

For $r=1, \ldots, R: \mathbf{b}_{r} \leftarrow \tilde{\mathbf{b}}_{r} /\left\|\tilde{\mathbf{b}}_{r}\right\|$
3. Update $\mathbf{C}$ :

$$
\tilde{\mathbf{C}}=\left[\left(\mathbf{A} \odot_{c} \mathbf{B}\right)^{\dagger} \cdot \mathbf{T}_{I J \times K}\right]^{T}
$$

For $r=1, \ldots, R: \mathbf{c}_{r} \leftarrow \tilde{\mathbf{c}}_{r} /\left\|\tilde{\mathbf{c}}_{r}\right\|$
obtained from $\left(\mathbf{A}^{\dagger} \cdot \mathbf{T}_{I \times J, 2}\right)^{T}=\mathbf{B} \cdot \operatorname{diag}\left(c_{21}, \ldots, c_{2 R}\right)$. Matrix $\mathbf{C}$ may then be computed as $\left[\left(\mathbf{A} \odot_{c} \mathbf{B}\right)^{\dagger} \cdot \mathbf{T}_{I J \times K}\right]^{T}$. The EVD solution may subsequently be used to initialize the ALS algorithm. This approach has been proposed in $[2,26,35,36]$.

From a numerical point of view, it is preferable to take all the matrix slices of $\mathcal{T}$ into account, instead of only two of them. We therefore proposed to compute the solution by means of simultaneous matrix diagonalization in [9]. It was shown in [10] that the solution can still be obtained by means of a simultaneous matrix diagonalization when $\mathcal{T}$ is tall in its third mode (meaning that $R \leqslant K$ ) and $R(R-1) \leqslant$ $I(I-1) J(J-1) / 2$.

In [32] a Gauss-Newton method is described, in which all the factors are updated simultaneously; in addition, the inherent indeterminacy of the decomposition has been fixed by adding a quadratic regularization constraint on the component entries. Instead of the least squares error (1.12), one can also minimize the least absolute error. To this end, an alternating linear programming algorithm as well as a weighted median filtering iteration are derived in [42].

## 2. Decomposition in rank- $\left(L_{r}, L_{r}, 1\right)$ terms.

### 2.1. Definition.

Definition 2.1. A decomposition of a tensor $\mathcal{T} \in \mathbb{K}^{I \times J \times K}$ in a sum of rank$\left(L_{r}, L_{r}, 1\right)$ terms, $1 \leqslant r \leqslant R$, is a decomposition of $\mathcal{T}$ of the form

$$
\begin{equation*}
\mathcal{T}=\sum_{r=1}^{R}\left(\mathbf{A}_{r} \cdot \mathbf{B}_{r}^{T}\right) \circ \mathbf{c}_{r}, \tag{2.1}
\end{equation*}
$$

in which the matrix $\mathbf{A}_{r} \in \mathbb{K}^{I \times L_{r}}$ and the matrix $\mathbf{B}_{r} \in \mathbb{K}^{J \times L_{r}}$ are rank- $L_{r}, 1 \leqslant r \leqslant R$.
Define $\mathbf{A}=\left[\mathbf{A}_{1} \ldots \mathbf{A}_{R}\right], \mathbf{B}=\left[\mathbf{B}_{1} \ldots \mathbf{B}_{R}\right], \mathbf{C}=\left[\mathbf{c}_{1} \ldots \mathbf{c}_{R}\right]$. In terms of the standard matrix representations of $\mathcal{T}$, (2.1) can be written as

$$
\begin{align*}
& \mathbf{T}_{I J \times K}=\left[\left(\mathbf{A}_{1} \odot_{c} \mathbf{B}_{1}\right) \mathbf{1}_{L_{1}} \ldots\left(\mathbf{A}_{R} \odot_{c} \mathbf{B}_{R}\right) \mathbf{1}_{L_{R}}\right] \cdot \mathbf{C}^{T},  \tag{2.2}\\
& \mathbf{T}_{J K \times I}=(\mathbf{B} \odot \mathbf{C}) \cdot \mathbf{A}^{T}  \tag{2.3}\\
& \mathbf{T}_{K I \times J}=(\mathbf{C} \odot \mathbf{A}) \cdot \mathbf{B}^{T} \tag{2.4}
\end{align*}
$$

Table 2.1
ALS algorithm for decomposition in $\operatorname{rank}-\left(L_{r}, L_{r}, 1\right)$ terms.

- Initialize B, C
- Iterate until convergence:

1. Update $\mathbf{A}$ :

$$
\mathbf{A} \leftarrow\left[(\mathbf{B} \odot \mathbf{C})^{\dagger} \cdot \mathbf{T}_{J K \times I}\right]^{T}
$$

2. Update B:

$$
\tilde{\mathbf{B}}=\left[(\mathbf{C} \odot \mathbf{A})^{\dagger} \cdot \mathbf{T}_{K I \times J}\right]^{T}
$$

For $r=1, \ldots, R: Q R$-factorization: $\tilde{\mathbf{B}}_{r}=\mathbf{Q R}, \mathbf{B}_{r} \leftarrow \mathbf{Q}$
3. Update $\mathbf{C}$ :

$$
\tilde{\mathbf{C}}=\left\{\left[\left(\mathbf{A}_{1} \odot_{c} \mathbf{B}_{1}\right) \mathbf{1}_{L_{1}} \ldots\left(\mathbf{A}_{R} \odot_{c} \mathbf{B}_{R}\right) \mathbf{1}_{L_{R}}\right]^{\dagger} \cdot \mathbf{T}_{I J \times K}\right\}^{T}
$$

For $r=1, \ldots, R: \mathbf{c}_{r} \leftarrow \tilde{\mathbf{c}}_{r} /\left\|\tilde{\mathbf{c}}_{r}\right\|$
2.2. Algorithm. Like PARAFAC, the decomposition in rank- $\left(L_{r}, L_{r}, 1\right)$ terms is trilinear in the component matrices $\mathbf{A}, \mathbf{B}$, and $\mathbf{C}$. This means that updating $\mathbf{A}$, given $\mathbf{B}$ and $\mathbf{C}$, is just a linear least squares problem. The same holds for updating $\mathbf{B}$, given $\mathbf{A}$ and $\mathbf{C}$, and updating $\mathbf{C}$, given $\mathbf{A}$ and $\mathbf{B}$. The update rules follow directly from (2.2)-(2.4). The algorithm is outlined in Table 2.1. The normalization in steps 2 and 3 are meant to avoid under- and overflow. Moreover, the normalization in step 2 prevents the submatrices of $\mathbf{B}$ from becoming ill-conditioned. Analogous to the situation for PARAFAC, the matrices $\mathbf{B} \odot_{c} \mathbf{C}, \mathbf{C} \odot_{c} \mathbf{A}$, and $\left[\left(\mathbf{A}_{1} \odot_{c} \mathbf{B}_{1}\right) \mathbf{1}_{L_{1}} \ldots\left(\mathbf{A}_{R} \odot_{c} \mathbf{B}_{R}\right) \mathbf{1}_{L_{R}}\right]$ have to have at least as many rows as columns and have to be full column rank.

If $\mathbf{A}$ and $\mathbf{B}$ are full column rank and $\mathbf{C}$ does not have collinear vectors, then this algorithm may be initialized by means of a (generalized) EVD, as explained in the proof of [11, Theorem 4.1].
2.3. Numerical experiments. We generate tensors $\tilde{\mathcal{T}} \in \mathbb{C}^{5 \times 6 \times 5}$ in the following way:

$$
\begin{equation*}
\tilde{\mathcal{T}}=\frac{\mathcal{T}}{\|\mathcal{T}\|}+\sigma_{N} \frac{\mathcal{N}}{\|\mathcal{N}\|} \tag{2.5}
\end{equation*}
$$

in which $\mathcal{T}$ can be decomposed as in (2.1). We consider $R=3$ rank- $(2,2,1)$ terms, i.e., $\mathbf{A}_{r} \in \mathbb{C}^{5 \times 2}, \mathbf{B}_{r} \in \mathbb{C}^{6 \times 2}, \mathbf{C}_{r} \in \mathbb{C}^{6 \times 1}, 1 \leqslant r \leqslant 3$. The decomposition of $\mathcal{T}$ is essentially unique by [11, Theorem 4.4]. The second term in (2.5) is a noise term. The entries of $\mathbf{A}, \mathbf{B}, \mathbf{C}$ and $\mathcal{N}$ are drawn from a zero-mean unit-variance Gaussian distribution. The parameter $\sigma_{N}$ controls the noise level.

A Monte Carlo experiment consisting of 200 runs was carried out. The algorithm was initialized with three random starting values.

The accuracy is measured in terms of the relative error $e=\|\mathbf{C}-\hat{\mathbf{C}}\| /\|\mathbf{C}\|$, in which $\hat{\mathbf{C}}$ is the estimate of $\mathbf{C}$, optimally ordered and scaled. The median results are plotted in Figure 2.1. We plot the median instead of the mean because, in some of the


Fig. 2.1. Median relative error obtained in the first experiment in section 2.3.
runs, the convergence became too slow for the algorithm to find a sufficiently accurate estimate in a reasonable time.

In a second experiment, we generate tensors $\tilde{\mathcal{T}} \in \mathbb{C}^{10 \times 10 \times 10}$ as in (2.5). We consider $R=5$ rank- $(2,2,1)$ terms, i.e., $\mathbf{A}_{r} \in \mathbb{C}^{10 \times 2}, \mathbf{B}_{r} \in \mathbb{C}^{10 \times 2}, \mathbf{C}_{r} \in \mathbb{C}^{10 \times 1}$, $1 \leqslant r \leqslant 5$. The five rank- $(2,2,1)$ terms are scaled such that their Frobenius norm equals $1,3.25,5.5,7.75$, and 10 , respectively. The fact that there is a difference of 20 dB between the strongest and the weakest term makes this problem quite hard. The decomposition of $\mathcal{T}$ is essentially unique by [11, Theorem 4.1]. In Figure 2.2 we show the median accuracy obtained when the algorithm in Table 2.1 is initialized (i) by means of a (generalized) EVD, as explained in the proof of [11, Theorem 4.1], and (ii) by means of a random starting value. It is clear that the global optimum is not found when the algorithm is initialized randomly. However, the initialization by means of a (generalized) EVD does lead to the global solution when the signal-to-noise ratio (SNR) is sufficiently high. As a matter of fact, the (generalized) EVD yields the exact solution when the data are noise-free.


FIG. 2.2. Median relative error obtained in the second experiment in section 2.3 .

## 3. Decomposition in rank-( $L, M, N$ ) terms.

### 3.1. Definition.

Definition 3.1. A decomposition of a tensor $\mathcal{T} \in \mathbb{K}^{I \times J \times K}$ in a sum of rank$(L, M, N)$ terms is a decomposition of $\mathcal{T}$ of the form

$$
\begin{equation*}
\mathcal{T}=\sum_{r=1}^{R} \mathcal{D}_{r} \bullet_{1} \mathbf{A}_{r} \bullet_{2} \mathbf{B}_{r} \bullet_{3} \mathbf{C}_{r} \tag{3.1}
\end{equation*}
$$

in which $\mathcal{D}_{r} \in \mathbb{K}^{L \times M \times N}$ are full rank- $(L, M, N)$ and in which $\mathbf{A}_{r} \in \mathbb{K}^{I \times L}$ (with $I \geqslant L), \mathbf{B}_{r} \in \mathbb{K}^{J \times M}$ (with $J \geqslant M$ ), and $\mathbf{C}_{r} \in \mathbb{K}^{K \times N}$ (with $K \geqslant N$ ) are full column rank, $1 \leqslant r \leqslant R$.

Define partitioned matrices $\mathbf{A}=\left[\mathbf{A}_{1} \ldots \mathbf{A}_{R}\right], \mathbf{B}=\left[\mathbf{B}_{1} \ldots \mathbf{B}_{R}\right]$, and $\mathbf{C}=\left[\mathbf{C}_{1} \ldots \mathbf{C}_{R}\right]$. In terms of the standard matrix representations of $\mathcal{T},(3.1)$ can be written as

$$
\begin{align*}
& \mathbf{T}_{J K \times I}=(\mathbf{B} \odot \mathbf{C}) \cdot \operatorname{blockdiag}\left(\left(\mathcal{D}_{1}\right)_{M N \times L}, \ldots,\left(\mathcal{D}_{R}\right)_{M N \times L}\right) \cdot \mathbf{A}^{T},  \tag{3.2}\\
& \mathbf{T}_{K I \times J}=(\mathbf{C} \odot \mathbf{A}) \cdot \operatorname{blockdiag}\left(\left(\mathcal{D}_{1}\right)_{N L \times M}, \ldots,\left(\mathcal{D}_{R}\right)_{N L \times M}\right) \cdot \mathbf{B}^{T},  \tag{3.3}\\
& \mathbf{T}_{I J \times K}=(\mathbf{A} \odot \mathbf{B}) \cdot \operatorname{blockdiag}\left(\left(\mathcal{D}_{1}\right)_{L M \times N}, \ldots,\left(\mathcal{D}_{R}\right)_{L M \times N}\right) \cdot \mathbf{C}^{T} . \tag{3.4}
\end{align*}
$$

In terms of the $(I J K \times 1)$ vector representation of $\mathcal{T}$, the decomposition can be written as

$$
\mathbf{t}_{I J K}=(\mathbf{A} \odot \mathbf{B} \odot \mathbf{C}) \cdot\left(\begin{array}{c}
\left(\mathcal{D}_{1}\right)_{L M N}  \tag{3.5}\\
\vdots \\
\left(\mathcal{D}_{R}\right)_{L M N}
\end{array}\right) .
$$

3.2. Algorithm. The decomposition in rank- $(L, M, N)$ terms is quadrilinear in its factors $\mathbf{A}, \mathbf{B}, \mathbf{C}$, and $\mathcal{D}$. Hence, the conditional update of $\mathbf{A}$, given $\mathbf{B}, \mathbf{C}$, and $\mathcal{D}$, is a linear least squares problem. The same holds for conditional updates of $\mathbf{B}, \mathbf{C}$, and $\mathcal{D}$. The update rules follow directly from (3.2)-(3.5). The algorithm is outlined in Table 3.1. This algorithm is a generalization of the algorithm in [43] for the computation of the best rank- $(L, M, N)$ approximation of a given tensor. The matrices $(\mathbf{B} \odot \mathbf{C}) \cdot \operatorname{blockdiag}\left(\left(\mathcal{D}_{1}\right)_{M N \times L}, \ldots,\left(\mathcal{D}_{R}\right)_{M N \times L}\right),(\mathbf{C} \odot \mathbf{A}) \cdot \operatorname{blockdiag}\left(\left(\mathcal{D}_{1}\right)_{N L \times M}, \ldots\right.$, $\left.\left(\mathcal{D}_{R}\right)_{N L \times M}\right)$, and $(\mathbf{A} \odot \mathbf{B}) \cdot \operatorname{blockdiag}\left(\left(\mathcal{D}_{1}\right)_{L M \times N}, \ldots,\left(\mathcal{D}_{R}\right)_{L M \times N}\right)$ have to have at least as many rows as columns and have to be full column rank.

The order of the updates in Table 3.1 is not mandatory. We have observed in numerical experiments that it is often advantageous to alternate between a few updates of $\mathbf{A}$ and $\mathcal{D}$, then alternate between a few updates of $\mathbf{B}$ and $\mathcal{D}$, and so on.
3.3. Numerical experiments. We generate tensors $\tilde{\mathcal{T}} \in \mathbb{C}^{5 \times 5 \times 7}$ as in (2.5). The tensors $\mathcal{T}$ can now be decomposed as in (3.1). We consider $R=2$ terms characterized by $\mathbf{A}_{r} \in \mathbb{C}^{5 \times 2}, \mathbf{B}_{r} \in \mathbb{C}^{5 \times 2}, \mathbf{C}_{r} \in \mathbb{C}^{7 \times 3}$, and $\mathcal{D}_{r} \in \mathbb{C}^{2 \times 2 \times 3}, 1 \leqslant r \leqslant 2$. The entries of $\mathbf{A}_{r}, \mathbf{B}_{r}, \mathbf{C}_{r}, \mathcal{D}_{r}$, and $\mathcal{N}$ are drawn from a zero-mean unit-variance Gaussian distribution. The decomposition of $\mathcal{T}$ is essentially unique by [11, Theorem 5.1].

A Monte Carlo experiment consisting of 200 runs was carried out. The algorithm was initialized with three random starting values.

The accuracy is measured in terms of the relative error $e=\|\mathbf{C}-\hat{\mathbf{C}}\| /\|\mathbf{C}\|$, in which $\hat{\mathbf{C}}$ is the estimate of $\mathbf{C}$, of which the submatrices are optimally ordered and multiplied from the right by a $(3 \times 3)$ matrix. The median results are plotted in Figure 3.1.

Next, we check what happens if the algorithm in Table 3.1 is used for the computation of the decomposition in rank- $(L, L, 1)$ terms. In this case, the tensors $\mathcal{D}_{r}$ are of

Table 3.1
ALS algorithm for decomposition in $\operatorname{rank}-(L, M, N)$ terms.

- Initialize $\mathbf{B}, \mathbf{C}, \mathcal{D}$
- Iterate until convergence:

1. Update $\mathbf{A}$ :

$$
\tilde{\mathbf{A}}=\left[\operatorname{blockdiag}\left(\left(\mathcal{D}_{1}\right)_{M N \times L}^{\dagger}, \ldots,\left(\mathcal{D}_{R}\right)_{M N \times L}^{\dagger}\right) \cdot(\mathbf{B} \odot \mathbf{C})^{\dagger} \cdot \mathbf{T}_{J K \times I}\right]^{T}
$$

For $r=1, \ldots, R: Q R$-factorization: $\tilde{\mathbf{A}}_{r}=\mathbf{Q R}, \mathbf{A}_{r} \leftarrow \mathbf{Q}$
2. Update B:

$$
\tilde{\mathbf{B}}=\left[\operatorname{blockdiag}\left(\left(\mathcal{D}_{1}\right)_{N L \times M}^{\dagger}, \ldots,\left(\mathcal{D}_{R}\right)_{N L \times M}^{\dagger}\right) \cdot(\mathbf{C} \odot \mathbf{A})^{\dagger} \cdot \mathbf{T}_{K I \times J}\right]^{T}
$$

For $r=1, \ldots, R: Q R$-factorization: $\tilde{\mathbf{B}}_{r}=\mathbf{Q R}, \mathbf{B}_{r} \leftarrow \mathbf{Q}$
3. Update $\mathbf{C}$ :

$$
\tilde{\mathbf{C}}=\left[\operatorname{blockdiag}\left(\left(\mathcal{D}_{1}\right)_{L M \times N}^{\dagger}, \ldots,\left(\mathcal{D}_{R}\right)_{L M \times N}^{\dagger}\right) \cdot(\mathbf{A} \odot \mathbf{B})^{\dagger} \cdot \mathbf{T}_{I J \times K}\right]^{T}
$$

For $r=1, \ldots, R: Q R$-factorization: $\tilde{\mathbf{C}}_{r}=\mathbf{Q R}, \mathbf{C}_{r} \leftarrow \mathbf{Q}$
4. Update $\mathcal{D}$ :

$$
\left(\begin{array}{c}
\left(\mathcal{D}_{1}\right)_{L M N} \\
\vdots \\
\left(\mathcal{D}_{R}\right)_{L M N}
\end{array}\right) \leftarrow(\mathbf{A} \odot \mathbf{B} \odot \mathbf{C})^{\dagger} \cdot \mathbf{t}_{I J K}
$$



Fig. 3.1. Median relative error obtained in the first experiment in section 3.3.
dimension $(L \times L \times 1)$. The data are generated as in the first experiment in section 2.3. We compare three algorithms: (i) the algorithm of Table 2.1, which we denote as Alg $(L, L, 1)$, (ii) the algorithm of Table 3.1, which we denote as $\operatorname{Alg}(L, M, N)$, and (iii) a variant of the algorithm of Table 3.1 in which one alternates between a few updates of $\mathbf{A}$ and $\mathbf{D}$, then alternates between a few updates of $\mathbf{B}$ and $\mathbf{D}$, and so on, as explained at the end of section 3.2. The latter algorithm is denoted as $\operatorname{Alg}(L, M, N)^{*}$. The inner iteration is terminated if the Frobenius norm of the difference between two consecutive approximations of $\mathcal{T}$ drops below $1 e-6$, with a maximum of 10 inner iterations. We observed that most of the time not more than two or three inner iterations were carried out. We computed the results for one and two random initializations, respectively.

The median results for accuracy and computation time are plotted in Figures 3.2 and 3.3 , respectively. From Figure 3.2 it is clear that $\operatorname{Alg}(L, M, N)$ does not find the global optimum if it is initialized only once. One should perform inner iterations, or initialize several times. However, both remedies increase the computational cost, as is clear from Figure 3.3. Given that $\operatorname{Alg}(L, M, N)$ is by itself more expensive than $\mathrm{Alg}(L, L, 1)$, we conclude that it is advantageous to compute the decomposition in rank- $(L, L, 1)$ terms by means of $\operatorname{Alg}(L, L, 1)$.


FIG. 3.2. Median relative error obtained in the second experiment in section 3.3.


Fig. 3.3. Median computation time in the second experiment in section 3.3.

## 4. Type-2 decomposition in $\operatorname{rank}-(L, M, \cdot)$ terms.

### 4.1. Definition.

Definition 4.1. A type-2 decomposition of a tensor $\mathcal{T} \in \mathbb{K}^{I \times J \times K}$ in a sum of rank- $(L, M, \cdot)$ terms is a decomposition of $\mathcal{T}$ of the form

$$
\begin{equation*}
\mathcal{T}=\sum_{r=1}^{R} \mathcal{C}_{r} \bullet_{1} \mathbf{A}_{r} \bullet_{2} \mathbf{B}_{r} \tag{4.1}
\end{equation*}
$$

in which $\mathcal{C}_{r} \in \mathbb{K}^{L \times M \times K}$ (with mode-1 rank equal to $L$ and mode-2 rank equal to $M$ ), and in which $\mathbf{A}_{r} \in \mathbb{K}^{I \times L}$ (with $I \geqslant L$ ) and $\mathbf{B}_{r} \in \mathbb{K}^{J \times M}$ (with $J \geqslant M$ ) are full column rank, $1 \leqslant r \leqslant R$.

TABLE 4.1
ALS algorithm for type-2 decomposition in $\operatorname{rank}-(L, M, \cdot)$ terms.

```
- Initialize \(\mathbf{B}, \mathcal{C}_{1}, \ldots, \mathcal{C}_{R}\)
- Iterate until convergence:
    1. Update \(\mathbf{A}\) :
\[
\tilde{\mathbf{A}}=\left\{\left[\left(\mathcal{C}_{1} \bullet_{2} \mathbf{B}_{1}\right)_{J K \times L} \ldots\left(\mathcal{C}_{R} \bullet_{2} \mathbf{B}_{R}\right)_{J K \times L}\right]^{\dagger} \cdot \mathbf{T}_{J K \times I}\right\}^{T}
\]
For \(r=1, \ldots, R: Q R\)-factorization: \(\tilde{\mathbf{A}}_{r}=\mathbf{Q R}, \mathbf{A}_{r} \leftarrow \mathbf{Q}\)
2. Update B:
\[
\left.\tilde{\mathbf{B}}=\left\{\left[\left(\mathcal{C}_{1} \bullet_{1} \mathbf{A}_{1}\right)_{K I \times M} \ldots\left(\mathcal{C}_{R} \bullet_{1} \mathbf{A}_{R}\right)_{K I \times M}\right)\right]^{\dagger} \cdot \mathbf{T}_{K I \times J}\right\}^{T}
\]
For \(r=1, \ldots, R: Q R\)-factorization: \(\tilde{\mathbf{B}}_{r}=\mathbf{Q R}, \mathbf{B}_{r} \leftarrow \mathbf{Q}\)
3. Update \(\mathcal{C}_{1}, \ldots, \mathcal{C}_{R}\) :
\[
\left(\begin{array}{c}
\left(\mathcal{C}_{1}\right)_{(L M \times K)} \\
\vdots \\
\left(\mathcal{C}_{R}\right)_{(L M \times K)}
\end{array}\right) \leftarrow(\mathbf{A} \odot \mathbf{B})^{\dagger} \cdot \mathbf{T}_{I J \times K}
\]
```

Define partitioned matrices $\mathbf{A}=\left[\mathbf{A}_{1} \ldots \mathbf{A}_{R}\right]$ and $\mathbf{B}=\left[\mathbf{B}_{1} \ldots \mathbf{B}_{R}\right]$. In terms of the standard matrix representations of $\mathcal{T}$, (4.1) can be written as

$$
\begin{align*}
& \mathbf{T}_{I J \times K}=(\mathbf{A} \odot \mathbf{B}) \cdot\left(\begin{array}{c}
\left(\mathcal{C}_{1}\right)_{(L M \times K)} \\
\vdots \\
\left(\mathcal{C}_{R}\right)_{(L M \times K)}
\end{array}\right),  \tag{4.2}\\
& \mathbf{T}_{J K \times I}=\left[\begin{array}{llll}
\left(\mathcal{C}_{1} \bullet_{2}\right. & \left.\mathbf{B}_{1}\right)_{J K \times L} & \ldots & \left(\mathcal{C}_{R} \bullet_{2} \mathbf{B}_{R}\right)_{J K \times L}
\end{array}\right] \cdot \mathbf{A}^{T},  \tag{4.3}\\
& \mathbf{T}_{K I \times J}=\left[\begin{array}{lll}
\left(\mathcal{C}_{1} \bullet 1\right. & \left.\mathbf{A}_{1}\right)_{K I \times M} \ldots\left(\mathcal{C}_{R} \bullet{ }_{1} \mathbf{A}_{R}\right)_{K I \times M}
\end{array}\right] \cdot \mathbf{B}^{T} . \tag{4.4}
\end{align*}
$$

4.2. Algorithm. Since the type-2 decomposition in $\operatorname{rank}-(L, M, \cdot)$ terms is trilinear in $\mathbf{A}, \mathbf{B}$, and $\mathcal{C}$, an ALS algorithm consists of successive linear least squares problems. The update rules for $\mathbf{A}, \mathbf{B}$, and $\mathcal{C}$ follow directly from (4.3), (4.4), and (4.2), respectively. The algorithm is outlined in Table 4.1. The matrices $\mathbf{A} \odot \mathbf{B}$, $\left[\left(\mathcal{C}_{1} \bullet_{2} \mathbf{B}_{1}\right)_{J K \times L} \ldots\left(\mathcal{C}_{R} \bullet_{2} \mathbf{B}_{R}\right)_{J K \times L}\right]$, and $\left[\begin{array}{lllll}\left(\mathcal{C}_{1} \bullet{ }_{1}\right. & \left.\mathbf{A}_{1}\right)_{K I \times M} \ldots\left(\mathcal{C}_{R} \bullet_{1}\right. & \left.\mathbf{A}_{R}\right)_{K I \times M}\end{array}\right]$ have to have at least as many rows as columns and have to be full column rank.
4.3. Numerical experiment. We generate tensors $\tilde{\mathcal{T}} \in \mathbb{C}^{5 \times 6 \times 6}$ as in (2.5). The tensors $\mathcal{T}$ can now be decomposed as in (4.1). We consider $R=3$ terms characterized by $\mathbf{A}_{r} \in \mathbb{C}^{5 \times 2}, \mathbf{B}_{r} \in \mathbb{C}^{6 \times 2}$, and $\mathcal{C}_{r} \in \mathbb{C}^{2 \times 2 \times 6}, 1 \leqslant r \leqslant 3$. The entries of $\mathbf{A}_{r}, \mathbf{B}_{r}$, $\mathbf{C}_{r}$, and $\mathcal{N}$ are drawn from a zero-mean unit-variance Gaussian distribution. The decomposition of $\mathcal{T}$ is essentially unique by [11, Example 3].

A Monte Carlo experiment consisting of 200 runs was carried out. The algorithm was initialized with three random starting values.

The accuracy is measured in terms of the relative error $e=\|\mathbf{B}-\hat{\mathbf{B}}\| /\|\mathbf{B}\|$, in which $\hat{\mathbf{B}}$ is the estimate of $\mathbf{B}$, of which the submatrices are optimally ordered and multiplied from the right by a $(2 \times 2)$ matrix. The median results are plotted in Figure 4.1.
5. Degeneracy. In the real field, PARAFAC algorithms sometimes show the following behavior. The norm of individual terms in (1.12) goes to infinity, but these terms almost completely cancel each other, such that the overall error continues to


Fig. 4.1. Median relative error obtained in the experiment in section 4.3.
decrease. This ${ }_{\tilde{R}}$ phenomenon is known as "degeneracy" [16, 25, 27]. It is caused by the fact that for $\tilde{R} \geqslant 2$, the set

$$
\mathrm{U}_{\tilde{R}}=\left\{\mathcal{T} \in \mathbb{R}^{I \times J \times K} \mid \operatorname{rank}(\mathcal{T}) \leqslant \tilde{R}\right\}
$$

is not closed $[12,25,38]$. The set of tensors that are the sum of at most $\tilde{R} \geqslant 2$ rank- $(L, M, N)$ terms,

$$
\mathrm{V}_{\tilde{R}}=\left\{\mathcal{T} \in \mathbb{R}^{I \times J \times K} \mid \mathcal{T} \text { decomposable as in (3.1), with } R \leqslant \tilde{R} \text { and } \tilde{R} \geqslant 2\right\}
$$

is not closed either. We give an explicit example that is a straightforward generalization of the example given for PARAFAC in [12]. Analogous results hold for the other types of block term decompositions.

Let $\mathbf{I}_{1} \in \mathbb{R}^{4 \times 2}$ and $\mathbf{I}_{2} \in \mathbb{R}^{4 \times 2}$ consist of the first (resp., last) two columns of $\mathbf{I}_{4 \times 4}$. Consider the tensor $\mathcal{E} \in \mathbb{R}^{2 \times 2 \times 2}$ defined by

$$
\begin{aligned}
& e_{111}=e_{221}=e_{122}=1 \\
& e_{121}=e_{211}=e_{112}=e_{212}=e_{222}=0
\end{aligned}
$$

This tensor is rank-3 in $\mathbb{R}$; see [5, pp. 21-22] and [18, section 3]. Now define $\mathcal{T} \in \mathbb{R}^{4 \times 4 \times 4}$ as follows:

$$
\begin{aligned}
\mathcal{T}(1: 2,1: 2,1: 2) & =\mathcal{T}(3: 4,3: 4,1: 2)=\mathcal{T}(1: 2,3: 4,3: 4)=\mathcal{E} \\
\mathcal{T}(3: 4,1: 2,1: 2) & =\mathcal{T}(3: 4,1: 2,3: 4)=\mathcal{T}(1: 2,3: 4,1: 2) \\
& =\mathcal{T}(1: 2,1: 2,3: 4)=\mathcal{T}(3: 4,3: 4,3: 4)=\mathcal{O}_{2 \times 2 \times 2} .
\end{aligned}
$$

This tensor can be decomposed in three rank- $(2,2,2)$ terms:

$$
\begin{equation*}
\mathcal{T}=\mathcal{E} \bullet_{1} \mathbf{I}_{1} \bullet_{2} \mathbf{I}_{1} \bullet_{3} \mathbf{I}_{1}+\mathcal{E} \bullet_{1} \mathbf{I}_{1} \bullet_{2} \mathbf{I}_{2} \bullet_{3} \mathbf{I}_{2}+\mathcal{E} \bullet_{1} \mathbf{I}_{2} \bullet_{2} \mathbf{I}_{2} \bullet_{3} \mathbf{I}_{1} \tag{5.1}
\end{equation*}
$$

However, it cannot be decomposed in two rank- $(2,2,2)$ terms. We prove this by contradiction. Assume that a decomposition in two rank- $(2,2,2)$ terms does exist:

$$
\begin{equation*}
\mathcal{T}=\mathcal{D}_{1} \bullet_{1} \mathbf{A}_{1} \bullet_{2} \mathbf{B}_{1} \bullet_{3} \mathbf{C}_{1}+\mathcal{D}_{2} \bullet_{1} \mathbf{A}_{2} \bullet_{2} \mathbf{B}_{2} \bullet_{3} \mathbf{C}_{2} \tag{5.2}
\end{equation*}
$$



FIG. 5.1. Visualization of the degeneracy in Example 1. Left: evolution of the approximation error. Right: evolution of the norm of the rank- $(2,2,2)$ terms.

We can normalize this decomposition such that the first row of $\mathbf{C}=\left[\mathbf{C}_{1} \mathbf{C}_{2}\right]$ is equal to (1 0010 ), and $\mathcal{D}_{1} \bullet_{3}\left(\begin{array}{ll}1 & 0\end{array}\right)=\mathcal{D}_{2} \bullet_{3}\left(\begin{array}{ll}1 & 0\end{array}\right)=\mathbf{I}_{2 \times 2}$. Define $\mathbf{A}=\left[\begin{array}{ll}\mathbf{A}_{1} & \mathbf{A}_{2}\end{array}\right]$ and $\mathbf{B}=\left[\begin{array}{ll}\mathbf{B}_{1} & \mathbf{B}_{2}\end{array}\right]$. We have $\mathbf{T}_{I \times J, 1}=\mathbf{I}_{4 \times 4}=\mathbf{A} \cdot \mathbf{B}^{T}$. Hence, $\mathbf{A}$ and $\mathbf{B}$ are nonsingular. Define $\mathbf{X}=\left[\begin{array}{lll}\mathbf{x}_{1} & \ldots & \mathbf{x}_{4}\end{array}\right]=\mathbf{A}^{-1}$ and $\mathbf{Y}=\left[\begin{array}{lll}\mathbf{y}_{1} & \ldots & \mathbf{y}_{4}\end{array}\right]=\mathbf{B}^{-1}$. From (5.2) we have that all the $(I \times J)$ slices of $\tilde{\mathcal{T}}=\mathcal{T} \bullet_{1} \mathbf{X} \bullet_{2} \mathbf{Y}$ are block-diagonal, consisting of two $(2 \times 2)$ blocks. From the definition of $\mathcal{T}$, we have that $\tilde{\mathbf{T}}_{I \times J, 4}=\mathbf{x}_{1} \cdot \mathbf{y}_{4}^{T}$. From the block-diagonality of this rank-1 matrix follows that, without loss of generality, we can assume that the third and fourth entries of $\mathbf{x}_{1}$ and $\mathbf{y}_{4}$ are zero. Further, we have that $\tilde{\mathbf{T}}_{I \times J, 3}=\mathbf{x}_{1} \cdot \mathbf{y}_{3}^{T}+\mathbf{x}_{2} \cdot \mathbf{y}_{4}^{T}$. From the block-diagonality of this rank-2 matrix and the structure of $\mathbf{x}_{1}$ and $\mathbf{y}_{4}$ follows that the third and fourth entries of $\mathbf{x}_{2}$ and $\mathbf{y}_{3}$ are zero. Finally, we have that $\tilde{\mathbf{T}}_{I \times J, 2}=\mathbf{x}_{1} \cdot \mathbf{y}_{2}^{T}+\mathbf{x}_{3} \cdot \mathbf{y}_{4}^{T}$. From the block-diagonality of this rank-2 matrix and the structure of $\mathbf{x}_{1}$ and $\mathbf{y}_{4}$ follows that the third and fourth entries of $\mathbf{x}_{3}$ and $\mathbf{y}_{2}$ are zero. We have a contradiction with the fact that $\mathbf{X}$ and $\mathbf{Y}$ are full rank. We conclude that $\mathcal{T}$ cannot be decomposed in a sum of two rank- $(2,2,2)$ terms.

On the other hand, there does not exist an approximation $\hat{\mathcal{T}}$, consisting of a sum of two rank- $(2,2,2)$ terms, that is optimal in the sense of minimizing the error $\|\mathcal{T}-\hat{\mathcal{T}}\|$. Define $\hat{\mathcal{T}}_{n}$ as follows, for increasing integer values of $n$ :

$$
\begin{equation*}
\hat{\mathcal{T}}_{n}=\mathcal{E} \bullet_{1} \mathbf{I}_{1} \bullet_{2}\left(\mathbf{I}_{1}-n \mathbf{I}_{2}\right) \bullet_{3} \mathbf{I}_{1}+\mathcal{E} \bullet_{1}\left(\mathbf{I}_{1}+\frac{1}{n} \mathbf{I}_{2}\right) \bullet_{2}\left(n \mathbf{I}_{2}\right) \bullet_{3}\left(\mathbf{I}_{1}+\frac{1}{n} \mathbf{I}_{2}\right) \tag{5.3}
\end{equation*}
$$

We have

$$
\hat{\mathcal{T}}_{n}=\mathcal{T}+\frac{1}{n} \mathcal{E} \bullet_{1} \mathbf{I}_{2} \bullet_{2} \mathbf{I}_{2} \bullet_{3} \mathbf{I}_{2}
$$

Clearly, $\left\|\mathcal{T}-\hat{\mathcal{T}}_{n}\right\|$ goes to zero as $n$ goes to infinity. However, at the same time the norms of the individual terms in (5.3) go to infinity. This shows that degeneracy also exists for block term decompositions.

Example 1. Figure 5.1 shows a typical degeneracy. We constructed a tensor $\mathcal{T}$ as in (5.1) with $\mathcal{E}$, however, defined by

$$
\begin{array}{r}
e_{111}=-14
\end{array} e_{121}=-4 \quad e_{211}=6 \quad e_{221}=7, ~ 子 \quad e_{122}=8 \quad e_{122}=13 \quad e_{212}=7 \quad e_{222}=7 .
$$

The eigenvalues of $\mathbf{E}_{I \times J, 1} \cdot \mathbf{E}_{I \times J, 2}^{-1}$ are complex, so $\mathcal{E}$ is rank-3 in $\mathbb{R}$. The algorithm in Table 3.1 was used to approximate $\mathcal{T}$ by a sum of two rank- $(2,2,2)$ terms. The
left plot shows a monotonous decrease of the approximation error. The right plot shows the evolution of the norm of the rank- $(2,2,2)$ terms (the curves for both terms coincide).
6. Conclusion. We have derived ALS algorithms for the different block term decompositions that were introduced in [11]. ALS is actually a very simple approach. For PARAFAC, combining ALS with (exact) line search improves the performance [33]. An other technique that has proved useful for PARAFAC is the LevenbergMarquardt type optimization [39]. When the tensor is tall in one mode, PARAFAC may often be computed by means of a simultaneous matrix decomposition [10]. Since the submission of this manuscript, we have been studying generalizations of such methods to block term decompositions [28, 29, 30, 31].
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