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#### Abstract

In this paper, we consider the problem of blind multiuser separation-equalization in the uplink of a wideband DS-CDMA system, in a multipath propagation environment with intersymbol-interference (ISI). To solve this problem, we propose a multilinear algebraic receiver that relies on a new third-order tensor decomposition and generalizes the parallel factor (PARAFAC) model. Our method is deterministic and exploits the temporal, spatial and spectral diversities to collect the received data in a third-order tensor. The specific algebraic structure of this tensor is then used to decompose it in a sum of user's contributions. The so-called Block Component Model (BCM) receiver does not require knowledge of the spreading codes, the propagation parameters, nor statistical independence of the sources but relies instead on a fundamental uniqueness condition of the decomposition that guarantees identifiability of every user's contribution. The development of fast and reliable techniques to calculate this decomposition is important. We propose a blind receiver based either on an alternating least squares (ALS) algorithm or on a Levenberg-Marquardt (LM) algorithm. Simulations illustrate the performance of the algorithms.


Index Terms-Blind signal extraction, block component model (BCM), CDMA, higher-order tensor, PARAFAC.

## I. Introduction

IN signal processing for telecommunications, the conception of highly efficient wireless systems that guarantee simultaneous multiuser access is essential. In training-based systems, the users periodically transmit a training sequence known by the receiver, which then estimates the parameters of the propagation channel, such as delays caused by multiple reflections of the radio waves on obstacles encountered. However, $20 \%$ of the

[^0]bandwidth is devoted to training in GSM (up to $40 \%$ in UMTS). Blind methods are thus attractive so as to guarantee a high communication rate by eliminating (or reducing) the training sets. Moreover, in fast-time varying channels, the lack of stationarity makes training not efficient. Blind approaches can also be useful if severe multipath fading occurs during the training period. Besides, in some situations such as eavesdropping, the use of training sequences is not possible. It is the latter application that motivated this research.

Usually, blind techniques rely on temporal properties of the signals or spatial properties of the receiver. Temporal blind methods enforce known signal properties on their estimates such as finite alphabet (FA) or constant modulus (CM) of the signal constellation [1], [2]. Other algorithms use the constant symbol rate of a digital signal, that allows temporal oversampling so as to create "virtual" channels before equalization [3], [4]. Another common approach is based on higher-order statistics (HOS), which relies on probability distributions of the source signals [5], [6]. HOS methods usually require large amounts of data, i.e., the channel has to be stationary over a large number of symbol periods, which can limit the reliability of HOS-based algorithms.

Spatial blind methods estimate the signals impinging on an antenna array in two steps by considering the independent linear combinations of the source signals received. The directions of arrival (DOAs) are first estimated by direction-finding techniques such as MUSIC [7] or ESPRIT [8]. The array outputs are then optimally combined to extract each signal from interference and noise. However, the performance of these algorithms depends strongly on the reliability of prior spatial information (antenna calibration or special geometry). The temporal and spatial diversities may also be combined to build blind space-time equalizers [9].

Most of these blind methods in the literature are formulated in terms of second-order algebra and consist of solving a matrix decomposition problem of the form $\mathbf{X}=\mathbf{H} \cdot \mathbf{S}$, where $\mathbf{X}, \mathbf{H}$ and $\mathbf{S}$ are the observation, channel and source matrices, respectively. We refer to [10] and references therein for algebraic solutions to this problem. More recently, multilinear algebraic methods have received much attention in signal processing [11]-[17]. They revealed to be a powerful tool for (HOS-)based independent component analysis [13], array processing [14], and purely deterministic blind separation of CDMA signals [15].

In [15], the problem of blind multiuser separation-equalization of DS-CDMA signals impinging on an antenna array is considered. If the multipath reflectors are in the far field and in the absence of intersymbol-interference (ISI), the authors have shown that the received data can be arranged in a three-way array or third-order tensor that follows a so-called parallel factor
(PARAFAC) model. In [16] and [17], only the far-field reflection assumption is taken into account and the authors propose algebraic methods more general than PARAFAC to deal with ISI caused by large delay spread.

In this paper, we address the problem of blind separationequalization of DS-CDMA signals received by an antenna array for a more general propagation scenario: the multipath reflectors are not necessarily located in the far field of the antenna array and ISI may occur on several consecutive symbols. This propagation scenario is the same as the one studied in [18].

This paper shows how this problem can be solved by a new multilinear model, the so-called block component model (BCM) [19]-[21]. The BCM in this paper generalizes PARAFAC and the multilinear models of [15] and [16]. We also present two different algorithms to compute the decomposition of the BCM: an alternating least squares (ALS) algorithm and a Levenberg-Marquardt (LM) algorithm, which are themselves generalizations of their PARAFAC versions. These algorithms take the Toeplitz structure of the symbol matrix into account.

The system is described in terms of its discrete-time base-band-equivalent model where signals, codes, and channels are represented by samples of their complex envelopes taken at the chip rate. We start with the observation that the temporal, spatial and spectral diversities give a third-order tensor structure to the received data. We then exploit the algebraic structure of this tensor of observations, which follows a BCM. In this context, the BCM leads to a deterministic blind receiver that jointly performs separation and equalization from the convolutive mixtures received by the antennas. This receiver does not assume knowledge of the CDMA codes, channel impulse responses and antenna array responses neither statistical independence between the transmitted signals.

The separation of users' signals rather relies on the uniqueness of the BCM decomposition, which consists of writing the tensor of observations as sum of users' contributions. Each contribution consists of factors that represent the antenna array response, the transmitted symbols with interference, and the channel impulse response convolved with the CDMA code. The equalization (or echo canceling) is performed within each contribution by imposing a Toeplitz structure to the matrix that holds the transmitted symbols with interference.

Our working assumptions are the following:

1) The spreading codes are not known by the receiver and may not be orthogonal. The codes are assumed to be symbolperiodic and their length $I$ is known or has been estimated (e.g., using cyclostationarity tests [22]).
2) We assume that the different user sequences have been synchronized at the symbol level.
3) Every multipath channel between user $r$ and antenna $k$ is supposed to be time-invariant over $J$ symbols. Since the method we propose is deterministic, it can work for small frame sizes such that this assumption is valid.
The paper is organized as follows. In Section II, we recall the instantaneous and convolutive models that apply to DS-CDMA data received by an antenna array. In Section III, we introduce some multilinear algebra prerequisites. In Section IV, we discuss the PARAFAC decomposition. In Section V, we look at the convolutive data model from a multilinear algebraic perspective
and we introduce the BCM blind receiver. In Section VI, we derive the ALS and LM algorithms to compute the decomposition of this model. Finally, Section VII illustrates the performance of these algorithms with six experiments. Section VIII is the conclusion.

Parts of this manuscript have appeared in the conference paper [23]. Some mathematical aspects are developed in more detail in [19]-[21].

Notation: A calligraphic letter $\mathcal{Y}$ denotes a third-order tensor and a bold-face capital letter $\mathbf{Y}$ denotes a matrix. Vectors are written in bold-face lower-case $\mathbf{y}$ and $\mathbf{y}_{k}$ indicates the $k$ th column of matrix $\mathbf{Y}$. Scalars are lower-case $y$. The scalar $y_{i}$ indicates the $i$ th element of vector $\mathbf{y}$ and the scalar $y_{i j}$ denotes the element on the $i$ th row and the $j$ th column of matrix Y. Capitals are also used to denote index upper bounds $(i=1,2, \ldots, I)$ and matrix dimensions $\mathbf{Y}^{(I \times J)}$. The transpose, complex conjugate, complex conjugate transpose, and pseudoinverse are denoted by.$T$, $.^{*},{ }^{H}$, and $\cdot^{\dagger}$, respectively. $\mathbf{1}_{I}$ and $\mathbf{0}_{I}$ denote column-vectors of ones and zeros, respectively. The Kronecker product is denoted by $\otimes$. The condition number of $\mathbf{Y}$, which is the ratio of its highest singular value to its smallest, is denoted by $\kappa(\mathbf{Y})$. The norm $\|\cdot\|_{F}$ is the Frobenius norm. Furthermore, the operator $\operatorname{vec}(\cdot)$ builds a vector from a matrix by stacking the columns of this matrix one above the other such that the element $a_{i j}$ of the $(I \times J)$ matrix $\mathbf{A}$ becomes the element at position $i+(j-1) I$ of the vector $\operatorname{vec}(\mathbf{A})$. If a matrix $\mathbf{Y}$ is partitioned along one dimension, i.e., $\mathbf{Y}$ is of size $(I \times R J)$ or $(R I \times J)$, then the $r$ th $(I \times J)$ block is denoted by $\mathbf{Y}_{r}$.

## II. Data Model: Analytic Form

## A. Instantaneous Model

We consider $R$ users transmitting, at the same time within the same bandwidth, frames of $J$ symbols spread by DS-CDMA codes of length $I$ towards an array of $K$ antennas. In a directpath only propagation scenario, the assumption that the channel is noiseless and memoryless leads to the following instantaneous model without interchip-interference (ICI):

$$
\begin{equation*}
y_{i j k}=\sum_{r=1}^{R} c_{i r} s_{j r} a_{k r} \tag{1}
\end{equation*}
$$

where $y_{i j k}$ is the output of the $k$ th antenna for chip $i$ and symbol $j$. For a given user $r$, the sequence $\left\{s_{j r}\right\}_{j=1}^{J}$ holds the transmitted symbols, $\left\{c_{i r}\right\}_{i=1}^{I}$ holds the CDMA code and $\left\{a_{k r}\right\}_{k=1}^{K}$ holds the fading factors multiplied by the antenna gains between this user and the $K$ antennas.

In the case of multipath propagation, the channel for each user can be modeled as a finite impulse response (FIR) filter. If the delay spread is small (i.e., in the order of a few chips), ISI can be avoided by adopting a "guard chips" or "discard prefix" strategy [15]. Moreover, if multipath effects are in the far field, then the data have a similar structure as before. One just needs to replace in (1) $c_{i r}$ by $h_{i r}$, the $i$ th element of the convolution between the spreading code of user $r$ and its channel impulse response

$$
\begin{equation*}
y_{i j k}=\sum_{r=1}^{R} h_{i r} s_{j r} a_{k r} \tag{2}
\end{equation*}
$$

In Section IV, we recall that this analytic model can algebraically be written as a PARAFAC model.

## B. Convolutive Model

Let us focus on a more complex situation where multipath propagation with large delay spread leads to ISI, and where the multipath reflectors are not necessarily located in the far field. If $T_{s}$ is the symbol period and $h_{r}(t)$ the spreading waveform of the $r$ th user, then the baseband signal transmitted by this user is

$$
e_{r}(t)=\sum_{j=1}^{J} s_{j r} h_{r}\left(t-j T_{s}\right)
$$

Let $T_{c}=T_{s} / I$ be the chip period, and $g(t)$ the chip pulse (e.g., a raised cosine). Then the spreading waveform $h_{r}(t)$ is given by

$$
h_{r}(t)=\sum_{i=1}^{I} c_{i r} g\left(t-i T_{c}\right)
$$

The signal $e_{r}(t)$ is transmitted over a specular multipath channel with $P$ discrete paths, each one being characterized by its own delay $\tau_{r p}$, angle of arrival $\theta_{r p}$ and attenuation $\beta_{r p}$, where $p$ denotes the path index. Let $L$ denote the channel length at the symbol rate, meaning that interference is occurring over $L$ symbols.

The received signal impinging on the array of $K$ antennas is then sampled at the chip rate. If we denote by $y_{r p}(i, j, k)$ the $i$ th chip within the $j$ th symbol period of the $r$ th user's signal received by the $k$ th antenna from the $p$ th path, we get

$$
\begin{equation*}
y_{r p}(i, j, k)=\beta_{r p} a_{k}\left(\theta_{r p}\right) \sum_{l=1}^{L} h_{r p}(i+(l-1) I) s_{j-l+1, r} \tag{3}
\end{equation*}
$$

In (3), $h_{r p}(i+(l-1) I)$ is the sample of $h_{r}\left(t-\tau_{r p}\right)$ at instant $(i+(l-1) I) T_{c}$ and $a_{k}\left(\theta_{r p}\right)$ is the response of the $k$ th antenna to the signal of the $r$ th user coming from the $p$ th path with an angle of arrival $\theta_{r p}$.

Finally, by summing the contributions of the $P$ paths for each of the $R$ users, we get the expression for one sample $y_{i j k}$ of the overall received signal, which stands for the convolutive model

$$
\begin{equation*}
y_{i j k}=\sum_{r=1}^{R} \sum_{p=1}^{P} \beta_{r p} a_{k}\left(\theta_{r p}\right) \sum_{l=1}^{L} h_{r p}(i+(l-1) I) s_{j-l+1, r} \tag{4}
\end{equation*}
$$

where $r, p$, and $l$ are the user, path, and interfering symbol index, respectively. In Section V, we will show that this convolutive model can be algebraically written as a new model, the so-called BCM. Our approach generalizes the results of [16], where we assumed that all multipath reflectors are in the far field.

Remark: Note that we have taken the same value of $P$ and $L$ for all users. This was done for notational convenience. Our methods still work if $P$ and $L$ are user-dependent. However, in the latter case the formal derivation of the maximum number of users for which uniqueness of the model is guaranteed, becomes a harder problem than the one in [20], of which the results are reported in Section V-B.

## III. Multilinear Algebra Prerequisites

Definition 1. (Mode-n Product): The mode-1 product of a third-order tensor $\mathcal{Y} \in \mathbb{C}^{L \times M \times N}$ by a matrix $\mathbf{A} \in \mathbb{C}^{I \times L}$, denoted by $\mathcal{Y} \bullet_{1} \mathbf{A}$, is an $(I \times M \times N)$-tensor with elements defined, for all index values, by

$$
\left(\mathcal{Y} \bullet_{1} \mathbf{A}\right)_{i m n}=\sum_{l=1}^{L} y_{l m n} a_{i l}
$$

Similarly, the mode- 2 product by a matrix $\mathbf{B} \in \mathbb{C}^{J \times M}$ and the mode-3 product by $\mathbf{C} \in \mathbb{C}^{K \times N}$ are the $(L \times J \times N)$ and $(L \times M \times K)$ tensors, respectively, with elements defined by

$$
\begin{aligned}
\left(\mathcal{Y} \bullet_{2} \mathbf{B}\right)_{l j n} & =\sum_{m=1}^{M} y_{l m n} b_{j m} \\
\left(\mathcal{Y} \bullet_{3} \mathbf{C}\right)_{l m k} & =\sum_{n=1}^{N} y_{l m n} c_{k n}
\end{aligned}
$$

In this notation, the matrix product $\mathbf{Y}=\mathbf{U} \cdot \mathbf{S} \cdot \mathbf{V}^{T}$ takes the form of $\mathbf{Y}=\mathbf{S} \bullet_{1} \mathbf{U} \bullet_{2} \mathbf{V}$.

Definition 2. (Rank-1 Tensor): The third-order tensor $\mathcal{Y} \in$ $\mathbb{C}^{I \times J \times K}$ is rank-1 if its elements can be written as $y_{i j k}=$ $a_{i} b_{j} c_{k}$, where $\mathbf{a} \in \mathbb{C}^{I \times 1}, \mathbf{b} \in \mathbb{C}^{J \times 1}$ and $\mathbf{c} \in \mathbb{C}^{K \times 1}$.

This definition generalizes the definition of a rank-1 matrix: $\mathbf{A} \in \mathbb{C}^{I \times J}$ has rank 1 if $\mathbf{A}=\mathbf{a} \cdot \mathbf{b}^{T}$.

Definition 3. (Tensor Rank): The rank of $\mathcal{Y}$ is defined as the minimum number of rank- 1 tensors yielding $\mathcal{Y}$ in a linear combination.

Definition 4. (Frobenius Norm): The Frobenius norm of the tensor $\mathcal{Y} \in \mathbb{C}^{I \times J \times K}$ is defined by

$$
\|\mathcal{Y}\|_{F}=\sqrt{\sum_{i=1}^{I} \sum_{j=1}^{J} \sum_{k=1}^{K}\left|y_{i j k}\right|^{2}}
$$

Definition 5. (Matrix Representation of a Tensor): The three standard matrix representations of a third-order tensor $\mathcal{Y} \in$ $\mathbb{C}^{I \times J \times K}$, denoted by $\mathbf{Y}^{(I K \times J)}, \mathbf{Y}^{(J I \times K)}$ and $\mathbf{Y}^{(K J \times I)}$ are defined by

$$
\left\{\begin{array}{l}
{\left[\mathbf{Y}^{(I K \times J)}\right]_{(i-1) K+k, j}=y_{i j k}} \\
{\left[\mathbf{Y}^{(J I \times K)}\right]_{(j-1) I+i, k}=y_{i j k}} \\
{\left[\mathbf{Y}^{(K J \times I)}\right]_{(k-1) J+j, i}=y_{i j k}}
\end{array}\right.
$$

$\mathbf{Y}^{(I K \times J)}$ results from the row-wise concatenation of the $I$ slices $\mathbf{Y}_{i}$ of size $(K \times J)$ in Fig. 1. In the same way, $\mathbf{Y}^{(J I \times K)}$ and $\mathbf{Y}^{(K J \times I)}$ result from the concatenation of the slices $\mathbf{Y}_{j}$ and $\mathbf{Y}_{k}$, respectively. By convention, when a partitioned matrix is built, indices to the right vary more rapidly than indices to the left. In this notation, $\mathbf{Y}^{(I K \times J)}$ results from concatenation of $I$ blocks of size $K \times J$ while $\mathbf{Y}^{(K I \times J)}$ results from that of $K$ blocks of size $I \times J$.

## IV. Parallel Factor Analysis

A Canonical or a Parallel Factor Decomposition of a tensor $\mathcal{Y} \in \mathbb{C}^{I \times J \times K}$ with elements denoted by $y_{i j k}$ is a decomposition


Fig. 1. The three ways of matricizing a third-order tensor.


Fig. 2. Schematic representation of the PARAFAC model.
of $\mathcal{Y}$ as a linear combination of a minimal number of rank-1 tensors

$$
\begin{equation*}
y_{i j k}=\sum_{r=1}^{R} \mathbf{h}_{r}(i) \mathbf{s}_{r}(j) \mathbf{a}_{r}(k) \tag{5}
\end{equation*}
$$

where $\mathbf{h}_{r}, \mathbf{s}_{r}, \mathbf{a}_{r}$, are the $r$ th columns of matrices $\mathbf{H} \in \mathbb{C}^{I \times R}$, $\mathbf{S} \in \mathbb{C}^{J \times R}$, and $\mathbf{A} \in \mathbb{C}^{K \times R}$, respectively, and where $i, j$, and $k$ denote the row index. This trilinear model, represented in Fig. 2, was introduced in [24] and [25]. Around 1970, it was independently reintroduced in Psychometrics [26] and Phonetics [27]. Later on, the decomposition was also applied in Chemometrics and food industry [28]. PARAFAC has also found its way to data analysis [29] and wireless communications [14], [15], [30].

From (2) it is clear that PARAFAC can only be unique up to some trivial indeterminacies: any permutation of the rank-1 terms in (5) leads to the same tensor $\mathcal{Y}$ and any scaling and counterscaling of the factors of the rank-1 terms also lead to the same tensor $\mathcal{Y}$. PARAFAC uniqueness is studied in [31]-[33]. A specific case is where $\mathbf{A}$ and $\mathbf{S}$ are both full column rank $R$, and $\mathbf{H}$ does not contain colinear columns. In this case, PARAFAC is unique up to its trivial indeterminacies [34].

In the next section, we show that the problem of blind separa-tion-equalization of convolutive mixtures (4) can be solved by a new tensor decomposition that is more general than PARAFAC.

## V. BCM

## A. Convolutive Model: Algebraic Form

We start with (3), in which $y_{r p}(i, j, k)$, for fixed indices $r$ and $p$, and varying indices $i, j$ and $k$, can be considered as an element of an $(I \times J \times K)$ tensor $\mathcal{Y}_{r p}$. The samples $h_{r p}(i+(l-1) I)$ are the entries of an $(I \times L)$ matrix $\mathbf{H}_{r p}$, the symbols $s_{j-l+1, r}$ are the entries of an $(L \times J)$ Toeplitz matrix $\mathbf{S}_{r}^{T}$ and the coefficients
$\beta_{r p} a_{k}\left(\theta_{r p}\right)$ are the entries of a $(K \times 1)$ vector $\mathbf{a}_{r p}$. The tensor $\mathcal{Y}_{r p}$ can, thus, be represented by

which is written in a compact way as

$$
\begin{equation*}
\mathcal{Y}_{r p}=\mathbf{H}_{r p} \bullet_{2} \mathbf{S}_{r} \bullet_{3} \mathbf{a}_{r p} \tag{6}
\end{equation*}
$$

This tensor represents the contribution of the $p$ th path associated to the $r$ th user. Considering all $P$ paths, the overall contribution of the $r$ th user is given by

$$
\begin{equation*}
\mathcal{Y}_{r}=\sum_{p=1}^{P} \mathcal{Y}_{r p}=\sum_{p=1}^{P} \mathbf{H}_{r p} \bullet_{2} \mathbf{S}_{r} \bullet_{3} \mathbf{a}_{r p} \tag{7}
\end{equation*}
$$

This equation can be rewritten in a more compact way as

$$
\begin{equation*}
\mathcal{Y}_{r}=\mathcal{H}_{r} \bullet_{2} \mathbf{S}_{r} \bullet_{3} \mathbf{A}_{r} \tag{8}
\end{equation*}
$$

where $\mathcal{H}_{r}$ is an $(I \times L \times P)$ tensor with each $(I \times L)$ frontal slice equal to one of the $\mathbf{H}_{r p}$ matrices: $\left[\mathcal{H}_{r}\right]_{,,:, p}=\mathbf{H}_{r p}$. The $(J \times L)$ Toeplitz matrix $\mathbf{S}_{r}$ holds the interfering symbols and the $(K \times P)$ matrix $\mathbf{A}_{r}$ contains the set of vectors $\mathbf{a}_{r p}$. Finally, we consider $R$ users transmitting at the same time, each along $P$ paths, and we obtain the following tensor equivalent of (4) after summing the $R$ contributions

$$
\begin{equation*}
\mathcal{Y}=\sum_{r=1}^{R} \mathcal{H}_{r} \bullet_{2} \mathbf{S}_{r} \bullet_{3} \mathbf{A}_{r} \tag{9}
\end{equation*}
$$

Thus, the tensor of observations $\mathcal{Y} \in \mathbb{C}^{I \times J \times K}$ follows a BCM, represented in Fig. 3 [20], [23]. An equivalent but formally different model was proposed in [18].

The indeterminacies of the BCM defined in (9) are characterized as follows:

$$
\begin{equation*}
\mathcal{Y}=\sum_{r=1}^{R}\left(\gamma_{r}^{-1} \mathcal{H}_{r} \bullet_{3} \mathbf{U}_{r}\right) \bullet_{2}\left(\gamma_{r} \mathbf{S}_{r}\right) \bullet_{3}\left(\mathbf{U}_{r}^{-1} \mathbf{A}_{r}\right) \tag{10}
\end{equation*}
$$

where the scalar $\gamma_{r}$ and the nonsingular matrix $\mathbf{U}_{r}$ represent the indeterminacy in modes two and three, respectively. Note that the indeterminacy in the second mode involves a scalar rather than a matrix due to the Toeplitz structure of $\mathbf{S}_{r}$. In fact, replacing $\gamma_{r}$ by a $(L \times L)$ nonsingular matrix $\mathbf{V}_{r}$ would destroy the Toeplitz structure of $\mathbf{S}_{r}$, unless $\mathbf{V}_{r}=\gamma_{r} \mathbf{I}_{L}$. The algorithms we propose in Section VI for the computation of the decomposition enforce this structure at every iteration by updating the generator vectors of the Toeplitz matrices instead of the matrices themselves.


Fig. 3. Schematic representation of the BCM.

## B. Uniqueness of the BCM

If the BCM (9) is unique (up to the indeterminacies mentioned in Section V-A) then its computation allows for the separation of the different users' signals and the estimation of the transmitted sequences. Let us denote by $\mathbf{A}$ and $\mathbf{S}$, the $(K \times R P)$ and $(J \times R L)$ matrices that result from the concatenation of the $R$ blocks $\mathbf{A}_{r}$ and $\mathbf{S}_{r}$, respectively. The following theorem has been derived in [20, Theorem 6.1]. We call a tensor generic when its entries can be considered drawn from continuous probability density functions.

Theorem 1: Suppose that $\operatorname{rank}(\mathbf{A})=R P, \operatorname{rank}(\mathbf{S})=R L$, $I \geq 3$, and that $\mathcal{H}_{r}$ are generic, then the BCM decomposition is essentially unique.

The condition in Theorem 1 is similar to the PARAFAC condition studied in [34] (see also Section IV). The main difference is that for $\mathcal{H}_{r}$ at least three instead of two slices are required. Practically speaking, uniqueness is guaranteed if $I \geq 3$ and if the number of users $R$ is bounded by $\min (\lfloor K / P\rfloor,\lfloor J / L\rfloor)$. In some cases that do not satisfy the conditions on the ranks of $\mathbf{A}$ and $\mathbf{S}$, uniqueness may nevertheless be proved in analogy with [20, Ex. 3].

## C. Matrix Representation of the BCM

Let us denote by $\mathbf{H}_{r}^{(P L \times I)}$ the matrix resulting from the rowwise concatenation of the $P$ slices of size $(L \times I)$ of $\mathcal{H}_{r}$. We then build the matrix $\mathbf{H}$ of size $(R P L \times I)$ by concatenation of all $\mathbf{H}_{r}^{(P L \times I)}, r=1, \ldots, R$. The decomposition of $\mathcal{Y}$ following the BCM then consists of the estimation of the three matrices $\mathbf{A} \in \mathbb{C}^{K \times R P}, \mathbf{S} \in \mathbb{C}^{J \times R L}$, and $\mathbf{H} \in \mathbb{C}^{R P L \times I}$. The matrix $\mathbf{S}$ has a block-Toeplitz structure. We now write each matrix representation of $\mathcal{Y}$ in terms of the unknowns.

Let us consider the tensor $\mathcal{Q}_{r}=\mathcal{H}_{r} \bullet_{2} \mathbf{S}_{r}$ of size $(I \times J \times P)$ and its matrix representation $\mathbf{Q}_{r}^{(J I \times P)}$. Equation (9) can then be rewritten as

$$
\begin{equation*}
\mathbf{Y}^{(J I \times K)}=\mathbf{Q} \cdot \mathbf{A}^{T} \tag{11}
\end{equation*}
$$

where $\mathbf{Q}$ is the $(J I \times R P)$ matrix resulting from the concatenation of the matrices $\mathbf{Q}_{r}^{(J I \times P)}$. Let us now consider the tensor $\mathcal{G}_{r}=\mathcal{H}_{r} \bullet_{3} \mathbf{A}_{r}$ of $\operatorname{size}(I \times L \times K)$ and its matrix representation $\mathbf{G}_{r}^{(I K \times L)}$. Equation (9) can then be rewritten as

$$
\begin{equation*}
\mathbf{Y}^{(I K \times J)}=\mathbf{G} \cdot \mathbf{S}^{T} \tag{12}
\end{equation*}
$$

where $\mathbf{G}$ is the $(I K \times R L)$ matrix resulting from the concatenation of the matrices $\mathbf{G}_{r}^{(I K \times L)}$. Finally, the third matrix representation of $\mathcal{Y}$ is given by

$$
\begin{equation*}
\mathbf{Y}^{(K J \times I)}=\mathbf{Z} \cdot \mathbf{H} \tag{13}
\end{equation*}
$$

where $\mathbf{Z}=\left[\mathbf{A}_{1} \otimes \mathbf{S}_{1}, \ldots, \mathbf{A}_{R} \otimes \mathbf{S}_{R}\right]$ is a matrix of size $(K J \times$ $R P L)$.

## D. Known User Signatures

Several blind CDMA receivers proposed in the literature capitalize on the known signature of a user of interest in order to remove multiuser interference (MUI) either in a single path [35] or multipath scenario [36], [37]. A CM criterion [1], [38] can also be included, which leads to constrained optimization techniques [39]-[41]. Even though users' signatures are known by the base station in civil applications, they are not available in applications such as eavesdropping. As for the PARAFAC receiver of [15], the algebraic structure of the BCM is rich enough to solve the problem without this prior knowledge. Our techniques can however be adapted to take the spreading codes into account. It suffices to realize that the tensors $\mathcal{H}_{r}$ contain the convolution of each user's spreading code with the corresponding channel. If the spreading codes are known, then the model is still multilinear, in the transmitted symbols (matrices $\mathbf{S}_{r}$ ), in the antenna gains (matrices $\mathbf{A}_{r}$ ), and in the channel coefficients, respectively. This structure can directly be exploited in the ALS algorithm proposed in the next section. The LM algorithm can be adapted as well: if knowledge of the spreading codes is assumed, the parameter vector $\mathbf{p}_{\mathbf{H}}$ in Section VI-B has to be replaced by a vector that contains the channel coefficients. These modifications are left as future research.

## VI. Computation of the BCM

In this section, we present two different algorithms to compute the decomposition of the BCM given in Section V, i.e., we want to estimate $\mathcal{H}_{r}, \mathbf{S}_{r}$ and $\mathbf{A}_{r}$ for each user, given only $\mathcal{Y}$.

We suppose that $R$ (number of active users), $P$ (maximum number of paths per user) and $L$ (maximum channel length at the symbol rate over all users) are known. Methods for the estimation of the rank $R$ in PARAFAC are available from the literature [42]. In addition, methods for the estimation of the dimensions of the so-called Tucker model [43]-[45] are available from
[46]-[48]. See also [28], [29] for a survey. These methods can possibly be generalized to the estimation of the BCM dimensions. Such a generalization is outside the scope of this paper. In Section VII we give some guidelines on how to estimate $L$ and $P$. Note that the product $R L$ (supposed to be less than $J$ and $K I$ ) can be estimated as the number of significant singular values of the matrix $\mathbf{Y}^{(I K \times J)}$ in (12), provided that the noise level is low enough. If needed, the procedures to be presented in this paper could be repeated for a limited set of parameters and the most plausible value retained.

First, an ALS algorithm is developed. ALS is a well-known technique for the calculation of the PARAFAC decomposition [28] and has been extended to the decomposition of a tensor in Block Terms in [21]. In Section VI-A, we show how the general ALS scheme can be modified so as to take the Toeplitz structure in the second mode into account and thus perform equalization within each contribution.

The second algorithm we propose is of the LM type. In the case of PARAFAC, this method outperforms ALS [49] and is especially useful for "difficult" problems [50]. In Section VI-B, we generalize the LM scheme to decompose the BCM and the Toeplitz structure is also taken into account.

Let $\hat{\mathcal{Y}}$ denote an estimation of the tensor of observations $\mathcal{Y}$ given in (9). The algorithms derived in this section have been designed to minimize the following cost function:

$$
\begin{equation*}
\phi=\frac{1}{2}\|\mathcal{Y}-\hat{\mathcal{Y}}\|_{F}^{2} \tag{14}
\end{equation*}
$$

## A. ALS Algorithm

The ALS algorithm exploits the multilinearity of the algebraic model to alternate between conditional least-squares updates of the unknowns $\mathbf{A}, \mathbf{S}$ and $\mathbf{H}$ in each iteration. Given previous estimates of two unknowns, the update rule of the third unknown follows from the matrix representations of $\mathcal{Y}$ derived in Section V-C:

$$
\left\{\begin{array}{l}
\hat{\mathbf{S}}=\left(\mathbf{Y}^{(I K \times J)}\right)^{T} \cdot\left(\mathbf{G}^{T}\right)^{\dagger}  \tag{15}\\
\hat{\mathbf{A}}=\left(\mathbf{Y}^{(J I \times K)}\right)^{T} \cdot\left(\mathbf{Q}^{T}\right)^{\dagger} \\
\hat{\mathbf{H}}=\mathbf{Z}^{\dagger} \cdot \mathbf{Y}^{(K J \times I)}
\end{array}\right.
$$

However, the block-Toeplitz structure is not preserved in this update procedure of $\mathbf{S}$. This structure could to some extent be imposed afterwards, as explained in [3], [17], and [18].

In the following, we propose to replace this two-steps update of $\mathbf{S}$ by a single one that consists of the least-squares estimation of the generator vectors of the Toeplitz matrices. Let $\mathbf{s}_{r}$ be the $(J+L-1 \times 1)$ generator vector of the Toeplitz matrix $\mathbf{S}_{r}$ corresponding to the $r^{t h}$ user: $\mathbf{s}_{r}=\left[s_{2-L, r} \ldots s_{1, r} \ldots s_{J, r}\right]^{T}$. We denote by $\mathbf{s}$ the $R(J+L-1) \times 1$ vector resulting from the concatenation of all vectors $\mathbf{s}_{r}$. We will now rewrite (12) in terms of $\mathbf{s}$. We start with the following expression:

$$
\begin{equation*}
\mathbf{Y}^{(I K \times J)}=\sum_{r=1}^{R} \mathbf{G}_{r} \cdot \mathbf{S}_{r}^{T} \tag{16}
\end{equation*}
$$

where $\mathbf{G}_{r} \in \mathbb{C}^{I K \times L}$. Let $\tilde{\mathbf{G}}_{r}$ be the $(I K \times L)$ matrix obtained by stacking the columns of $\mathbf{G}_{r}$ in the reverse order, from the last
to the first (in Matlab notation we have $\tilde{\mathbf{G}}_{r}=\mathbf{G}_{r}(:, L:-1$ : $1)$ ). We then build the following $(J I K \times J+L-1)$ matrix $\mathbf{M}_{r}$ :


The matrix $\mathbf{M}_{r}$ consists of $J$ submatrices of dimension ( $I K \times J+L-1$ ). In subsequent submatrices, the matrix $\tilde{\mathbf{G}}_{r}$ is shifted one position to the right. We now have $\operatorname{vec}\left(\mathbf{G}_{r} \cdot \mathbf{S}_{r}^{T}\right)=\mathbf{M}_{r} \cdot \mathbf{s}_{r}$. Finally, (16) can be written as

$$
\begin{equation*}
Y^{(J I K \times 1)}=\mathbf{M} \cdot \mathbf{s}, \tag{17}
\end{equation*}
$$

where $Y^{(J I K \times 1)}=\operatorname{vec}\left(\mathbf{Y}^{(I K \times J)}\right)$ and $\mathbf{M}$ is the $J I K \times R(J+$ $L-1)$ matrix obtained by column wise concatenation of all $\mathbf{M}_{r}$. The least squares update of $s$ is then given by

$$
\begin{equation*}
\hat{\mathbf{s}}=\mathbf{M}^{\dagger} \cdot Y^{(J I K \times 1)} . \tag{18}
\end{equation*}
$$

As discussed in Section V-B, enforcing the Toeplitz structure in each ALS iteration with this technique reduces the ambiguity on each $\mathbf{S}_{r}$ to a single complex scalar $\gamma_{r}$.

We now build the following ALS algorithm for the computation of the BCM, where the superscript ${ }^{(n)}$ denotes an estimation at the $n$th iteration.

## ALS algorithm with Toeplitz structure preserved

Initialize $\mathbf{H}^{(0)}$ and $\mathbf{A}^{(0)}$, set $n=1$
while $\left\|\mathcal{Y}^{(n)}-\mathcal{Y}^{(n-1)}\right\|_{F} \geq \epsilon\left(\right.$ e.g. $\left.\epsilon=10^{-5}\right)$ do

1. Build $\mathbf{M}$ from $\mathbf{A}^{(n-1)}$ and $\mathbf{H}^{(n-1)}$
2. Estimate $\mathbf{s}^{(n)}$ from (18) and build $\mathbf{S}^{(n)}$
3. Build $\mathbf{Q}$ from $\mathbf{H}^{(n-1)}$ and $\mathbf{S}^{(n)}$
4. Estimate $\mathbf{A}^{(n)}$ from (15)
5. Build $\mathbf{Z}$ from $\mathbf{A}^{(n)}$ and $\mathbf{S}^{(n)}$
6. Update $\mathbf{H}$ from (15)
7. $n \leftarrow n+1$
end

Since each substep of the ALS algorithm monotonically decreases the cost function, the algorithm converges in principle to at least a local minimum.

## B. LM Algorithm

The ALS algorithm for PARAFAC is known to converge slowly when applied to problems with high collinearity of factors across one or more modes that cause the dataset to be ill-conditioned [50]. Particularly, ill-conditioned factor matrices also occur when the ALS goes through a so-called "swamp," a region with convergence speed almost null after which convergence resumes [51]. In [49], a LM algorithm is proposed for PARAFAC, providing quadratic convergence, and
adapted to ill-conditioned problems. In contrast to ALS, the factors in the three modes are updated at the same time. In this section, we generalize the LM scheme to the decomposition of the BCM. The Toeplitz structure of the matrices $\mathbf{S}_{r}$ is also taken into account.

1) Derivation of the LM Update Equations: Let $\hat{\mathcal{Y}}$ be an estimation of the tensor of observations $\mathcal{Y}$. Each element of this tensor can be written as

$$
\begin{equation*}
\hat{y}_{i j k}=\sum_{r=1}^{R} \sum_{l=1}^{L} \sum_{p=1}^{P} \hat{\mathcal{H}}_{r}(i, l, p) \hat{\mathbf{S}}_{r}(j, l) \hat{\mathbf{A}}_{r}(k, p) \tag{19}
\end{equation*}
$$

where $\hat{\mathbf{A}}_{r}, \hat{\mathbf{S}}_{r}$ and $\hat{\mathcal{H}}_{r}$ denote an estimation of $\mathbf{A}_{r}, \mathbf{S}_{r}$ and $\mathcal{H}_{r}$, respectively.

Let us stack all the unknowns in a vector $\mathbf{p}$ that contains the elements of the $R$ matrices $\hat{\mathbf{A}}_{r}$, the $R$ tensors $\hat{\mathcal{H}}_{r}$ and the $R$ generator vectors of the Toeplitz matrices $\hat{\mathbf{S}}_{r}$. This vector is of length $F=R(P K+I L P+(J+L-1))$, where $F$ represents the number of unknowns. If we denote by $\mathbf{p}_{\hat{\mathbf{A}}}$ and $\mathbf{p}_{\hat{\mathbf{H}}}$ the vectors of $\operatorname{size}(R P K \times 1)$ and $(R I L P \times 1)$ such that $\mathbf{p}_{\hat{\mathbf{A}}}=\operatorname{vec}\left(\hat{\mathbf{A}}^{T}\right)$ and $\mathbf{p}_{\hat{\mathbf{H}}}=\operatorname{vec}(\hat{\mathbf{H}})$, then $\mathbf{p}$ is written as

$$
\mathbf{p}=\left[\mathbf{p}_{\hat{\mathbf{A}}}^{T}, \mathbf{p}_{\hat{\mathbf{H}}}^{T}, \hat{\mathbf{s}}^{T}\right]^{T}
$$

We denote by $\hat{Y}^{(K J I \times 1)}$ and $Y^{(K J I \times 1)}$ the vectors of size $(K J I \times 1)$ that contain the entries of $\hat{\mathcal{Y}}($ built from $\mathbf{p})$ and $\mathcal{Y}$, respectively, stacked such that the left index $(k=1, \ldots, K)$ is the slowest and the right index $(i=1, \ldots, I)$ the fastest.

The scalars $\hat{y}_{m}(\mathbf{p})$ and $y_{m}$ represent the $m$ th element of $\hat{Y}^{(K J I \times 1)}$ and $Y^{(K J I \times 1)}$, respectively, where $m=(k-1) J I+(j-1) I+i$ is a superindex that combines $i, j$ and $k$, with $m=1, \ldots, M=K J I$.

The problem now consists of the minimization of the following cost function with respect to the vector $\mathbf{p}$ :

$$
\begin{equation*}
\phi(\mathbf{p})=\frac{1}{2} \sum_{m=1}^{M}\left|\hat{y}_{m}(\mathbf{p})-y_{m}\right|^{2}=\frac{1}{2} \mathbf{r}(\mathbf{p})^{H} \mathbf{r}(\mathbf{p}) \tag{20}
\end{equation*}
$$

where $\mathbf{r}(\mathbf{p})=\hat{Y}^{(K J I \times 1)}-Y^{(K J I \times 1)}$ is the vector of residuals.
Let the $(M \times F)$ matrix $\mathbf{J}$ be the Jacobian matrix of $\mathbf{r}$ with respect to $\mathbf{p}$. Further denote by $\mathbf{g} \in \mathbb{C}^{F \times 1}$ the gradient of $\phi$ with respect to $\mathbf{p}$

$$
\begin{equation*}
\mathbf{g} \stackrel{\text { def }}{=} \phi^{\prime}(\mathbf{p})=\mathbf{J}^{H} \mathbf{r} \tag{21}
\end{equation*}
$$

One solution to minimize $\phi$ has been proposed by Levenberg and Marquardt [52] and is also known as "damped Gauss-Newton Method." It consists of updating the step $\Delta \mathbf{p}$ from the following modified normal equations:

$$
\begin{equation*}
\left(\mathbf{J}^{H} \mathbf{J}+\lambda \mathbf{I}_{F}\right) \Delta \mathbf{p}=-\mathbf{g} . \tag{22}
\end{equation*}
$$

The damping parameter $\lambda>0$ makes the matrix $\left(\mathbf{J}^{H} \mathbf{J}+\lambda \mathbf{I}_{F}\right)$ nonsingular and positive definite which ensures that $\Delta \mathbf{p}$ is a descent direction. This parameter has several effects:

- For large values of $\lambda$, (22) gives $\Delta \mathbf{p} \simeq-(1 / \lambda) \mathbf{g}$, i.e., a short step in the steepest descent direction.
- For small values of $\lambda$, (22) reduces to a Gauss-Newton update, with quadratic convergence.

The value of $\lambda$ is adapted after each iteration in a way that is thoroughly described in [53]. The LM algorithm for the computation of the BCM is summarized as follows.

## $\underline{\text { LM algorithm with Toeplitz structure preserved }}$

Initialize $\mathbf{p}$, set $n=1$
while $\left\|\mathcal{Y}^{(n)}-\mathcal{Y}^{(n-1)}\right\|_{F} \geq \epsilon\left(\right.$ e.g. $\left.\epsilon=10^{-5}\right)$ do

1. Calculate $\mathbf{J}^{H} \mathbf{J}$ and $\mathbf{g}$
2. Solve $\left(\mathbf{J}^{H} \mathbf{J}+\lambda \mathbf{I}\right) \Delta \mathbf{p}=-\mathbf{g}$ to find $\Delta \mathbf{p}$
3. Update $\mathbf{p}: \mathbf{p}^{(n+1)}=\mathbf{p}^{(n)}+\Delta \mathbf{p}$
4. Update $\lambda$ as in [53].
5. $n \leftarrow n+1$
end
2) Calculation of the Jacobian and Gradient: The LM method has a high convergence speed, but the calculation of the Jacobian and gradient in every iteration may become time consuming when the size of the data increases. In [49], the specific structure of the Jacobian and gradient for PARAFAC are exploited so that they can be computed in a relatively efficient way. We generalize these results to the BCM. From Section VI-A, given the estimated factors $\hat{\mathbf{A}}, \hat{\text { s }}$ and $\hat{\mathbf{H}}$, we can write the estimated tensor model $\hat{\mathcal{Y}}$ under the following matrix and vector forms:

$$
\left\{\begin{array} { l } 
{ \hat { \mathbf { Y } } ^ { ( J I \times K ) } = \mathbf { Q } \cdot \hat { \mathbf { A } } ^ { T } }  \tag{23}\\
{ \hat { Y } ^ { ( J I K \times 1 ) } = \mathbf { M } \cdot \hat { \mathbf { s } } } \\
{ \hat { \mathbf { Y } } ^ { ( K J \times I ) } = \mathbf { Z } \cdot \hat { \mathbf { H } } }
\end{array} \Leftrightarrow \left\{\begin{array}{l}
\hat{Y}^{(K J I \times 1)}=\left(\mathbf{I}_{K} \otimes \mathbf{Q}\right) \cdot \mathbf{p}_{\hat{\mathbf{A}}} \\
\hat{Y}^{(J I K \times 1)}=\mathbf{M} \cdot \hat{\mathbf{s}} \\
\hat{Y}^{(I K J \times 1)}=\left(\mathbf{I}_{I} \otimes \mathbf{Z}\right) \cdot \mathbf{p}_{\hat{\mathbf{H}}_{23}}
\end{array}\right.\right.
$$

where we recall from Section V-C that the $(J I \times R P)$ matrix $\mathbf{Q}$ is built from $\hat{\mathbf{s}}$ and $\hat{\mathbf{H}}$ only, the $(J I K \times R(J+L-1))$ matrix $\mathbf{M}$ is from $\hat{\mathbf{A}}$ and $\hat{\mathbf{H}}$ and the $(K J \times R P L)$ matrix $\mathbf{Z}$ is from $\hat{\mathbf{A}}$ and $\hat{\mathbf{s}}$.

From the partitioned structure of $\mathbf{p}$, we can write $\mathbf{J}=\left[\mathbf{J}_{\mathbf{A}}\left|\mathbf{J}_{\mathbf{s}}\right| \mathbf{J}_{\mathbf{H}}\right]$ where $\mathbf{J}, \mathbf{J}_{\mathbf{A}}, \mathbf{J}_{\mathbf{s}}$ and $\mathbf{J}_{\mathbf{H}}$ stand for $\mathbf{J}(\mathbf{p}), \mathbf{J}\left(\mathbf{p}_{\hat{\mathbf{A}}}\right), \mathbf{J}(\hat{\mathbf{s}})$, and $\mathbf{J}\left(\mathbf{p}_{\hat{\mathbf{H}}}\right)$, respectively. Thus, the $(K J I \times K R P)$ matrix $\mathbf{J}_{\mathbf{A}}$ is directly given by (23)

$$
\begin{equation*}
\mathbf{J}_{\mathbf{A}}=\mathbf{I}_{K} \otimes \mathbf{Q} \tag{24}
\end{equation*}
$$

In (23b) and (23c), the order the entries are stacked in $\hat{Y}$ is different. The matrix $\mathbf{J}_{\mathbf{s}}$ is calculated by remapping $\mathbf{M}$ from $J I K \times R(J+L-1)$ ) to $(K J I \times R(J+L-1))$, i.e.

$$
\begin{equation*}
\mathbf{J}_{\mathrm{s}}=\mathbf{W}_{1} \cdot \mathbf{M} \tag{25}
\end{equation*}
$$

The permutation matrix $\mathbf{W}_{1} \in \mathbb{R}^{K J I \times J I K}$ is defined as follows:

$$
\begin{equation*}
\mathbf{W}_{1}=\left[\mathbf{I}_{K} \otimes \mathbf{e}_{J I}^{(1)}, \mathbf{I}_{K} \otimes \mathbf{e}_{J I}^{(2)}, \cdots, \mathbf{I}_{K} \otimes \mathbf{e}_{J I}^{(J I)}\right] \tag{26}
\end{equation*}
$$

where $\mathbf{e}_{J I}^{(f)}, f=1 \ldots J I$, is the $f^{t h}$ column vector of the identity matrix $\mathbf{I}_{J I}$. In the same way, $\mathbf{J}_{\mathbf{H}}$ is calculated by remapping $\left(\mathbf{I}_{I} \otimes \mathbf{Z}\right)$ from $(I K J \times I R L P)$ to $(K J I \times I R L P)$

$$
\mathbf{J}_{\mathbf{H}}=\mathbf{W}_{2} \cdot\left(\mathbf{I}_{I} \otimes \mathbf{Z}\right)
$$

where the permutation matrix $\mathbf{W}_{2} \in \mathbb{C}^{K J I \times I K J}$ is defined by

$$
\begin{equation*}
\mathbf{W}_{2}=\left[\mathbf{I}_{K J} \otimes \mathbf{e}_{I}^{(1)}, \mathbf{I}_{K J} \otimes \mathbf{e}_{I}^{(2)}, \cdots, \mathbf{I}_{K J} \otimes \mathbf{e}_{I}^{(I)}\right] \tag{27}
\end{equation*}
$$

We can then directly build the blocks of $\mathbf{J}^{H} \mathbf{J}$ in (22)

$$
\mathbf{J}^{H} \mathbf{J}=\left[\begin{array}{lll}
\mathbf{J}_{\mathbf{A}}^{H} \cdot \mathbf{J}_{\mathbf{A}} & \mathbf{J}_{\mathbf{A}}^{H} \cdot \mathbf{J}_{\mathbf{s}} & \mathbf{J}_{\mathbf{A}}^{H} \cdot \mathbf{J}_{\mathbf{H}}  \tag{28}\\
\mathbf{J}_{\mathbf{s}}^{H} \cdot \mathbf{J}_{\mathbf{A}} & \mathbf{J}_{\mathbf{s}}^{H} \cdot \mathbf{J}_{\mathbf{s}} & \mathbf{J}_{\mathbf{s}}^{H} \cdot \mathbf{J}_{\mathbf{H}} \\
\mathbf{J}_{\mathbf{H}}^{H} \cdot \mathbf{J}_{\mathbf{A}} & \mathbf{J}_{\mathbf{H}}^{H} \cdot \mathbf{J}_{\mathbf{s}} & \mathbf{J}_{\mathbf{H}}^{H} \cdot \mathbf{J}_{\mathbf{H}}
\end{array}\right]
$$

In the computation of the three diagonal blocks one can use properties of the Kronecker product. We obtain

$$
\left\{\begin{array}{l}
\mathbf{J}_{\mathbf{A}}^{H} \cdot \mathbf{J}_{\mathbf{A}}=\mathbf{I}_{K} \otimes\left(\mathbf{Q}^{H} \cdot \mathbf{Q}\right) \\
\mathbf{J}_{\mathbf{H}}^{H} \cdot \mathbf{J}_{\mathbf{H}}=\mathbf{I}_{I} \otimes\left(\mathbf{Z}^{H} \cdot \mathbf{Z}\right) \\
\mathbf{J}_{\mathbf{s}}^{H} \cdot \mathbf{J}_{\mathbf{s}}=\mathbf{M}^{H} \cdot \mathbf{M}
\end{array}\right.
$$

while the off-diagonal blocks can be written as

$$
\left\{\begin{array}{l}
\mathbf{J}_{\mathbf{A}}^{H} \cdot \mathbf{J}_{\mathbf{s}}=\left(\mathbf{I}_{K} \otimes \mathbf{Q}\right)^{H} \cdot \mathbf{W}_{1} \cdot \mathbf{M} \\
\mathbf{J}_{\mathbf{S}}^{H} \cdot \mathbf{J}_{\mathbf{H}}=\mathbf{M}^{H} \cdot \mathbf{W}_{1}^{T} \cdot \mathbf{W}_{2} \cdot\left(\mathbf{I}_{I} \otimes \mathbf{Z}\right) \\
\mathbf{J}_{\mathbf{A}}^{H} \cdot \mathbf{J}_{\mathbf{H}}=\left(\mathbf{I}_{K} \otimes \mathbf{Q}\right)^{H} \cdot \mathbf{W}_{2} \cdot\left(\mathbf{I}_{I} \otimes \mathbf{Z}\right)
\end{array}\right.
$$

The three remaining off-diagonal blocks are then given by Hermitian symmetry. In order to save significant storage space, the sparsity can also be used. We now explain how the gradient of $\phi$ in (21) can be calculated. Due to the structure of $\mathbf{p}$, we can write g as the concatenation of the following three gradients:

$$
\mathbf{g}=\left[\begin{array}{c}
\phi^{\prime}\left(\mathbf{p}_{\hat{\mathbf{A}}}\right)  \tag{29}\\
\phi^{\prime}(\hat{\mathbf{s}}) \\
\phi^{\prime}\left(\mathbf{p}_{\hat{\mathbf{H}}}\right)
\end{array}\right]=\left[\begin{array}{c}
\mathbf{g}_{\mathbf{A}} \\
\mathbf{g}_{\mathbf{s}} \\
\mathbf{g}_{\mathbf{H}}
\end{array}\right]
$$

where $\mathbf{g}_{\mathbf{A}}, \mathbf{g}_{\mathbf{s}}$, and $\mathbf{g}_{\mathbf{H}}$ have length $K R P, R(J+L-1)$, and $I R P L$, respectively. From (23), we can rewrite the loss function defined in (14) and (20) under the three equivalent following forms:

$$
\left\{\begin{array}{l}
\phi=\frac{1}{2}\left\|Y^{(K J I \times 1)}-\left(\mathbf{I}_{K} \otimes \mathbf{Q}\right) \cdot \mathbf{p}_{\hat{\mathbf{A}}}\right\|^{2}  \tag{30}\\
\phi=\frac{1}{2}\left\|Y^{(J I K \times 1)}-\mathbf{M} \cdot \hat{\mathbf{s}}\right\|^{2} \\
\phi=\frac{1}{2}\left\|Y^{(I K J \times 1)}-\left(\mathbf{I}_{I} \otimes \mathbf{Z}\right) \cdot \mathbf{p}_{\hat{\mathbf{H}}}\right\|^{2}
\end{array}\right.
$$

which implies

$$
\left\{\begin{array}{l}
\mathbf{g}_{\mathbf{A}}=\left(\mathbf{I}_{K} \otimes\left(\mathbf{Q}^{H} \cdot \mathbf{Q}\right)\right) \cdot \mathbf{p}_{\hat{\mathbf{A}}}-\left(\mathbf{I}_{K} \otimes \mathbf{Q}\right)^{H} \cdot Y^{(K J I \times 1)} \\
\mathbf{g}_{\mathbf{s}}=\left(\mathbf{M}^{H} \cdot \mathbf{M}\right) \cdot \hat{\mathbf{s}}-\mathbf{M}^{H} \cdot Y^{(J I K \times 1)} \\
\mathbf{g}_{\mathbf{H}}=\left(\mathbf{I}_{I} \otimes\left(\mathbf{Z}^{H} \cdot \mathbf{Z}\right)\right) \cdot \mathbf{p}_{\hat{\mathbf{H}}}-\left(\mathbf{I}_{I} \otimes \mathbf{Z}\right)^{H} \cdot Y^{(I K J \times 1)} .
\end{array}\right.
$$

Finally, since $\lambda$ is updated such that the matrix $\left(\mathbf{J}^{H} \mathbf{J}+\lambda \mathbf{I}_{F}\right)$ is nonsingular and positive-definite, (22) can be solved by Cholesky decomposition and backsubstitution, an efficient way to solve this set of normal equations.

## VII. Simulation Results

In this section, we illustrate and compare the performance of the ALS and LM algorithms. Consider the matrix $\mathbf{S}_{t} \in \mathbb{C}^{J+L-1 \times R}$ that holds the $R$ generator vectors of the Toeplitz matrices $\mathbf{S}_{r}$. We denote by $\hat{\mathbf{S}}_{t}$ an estimate of this matrix. In case of perfect estimation, these two matrices are equal, up to permutation and scaling of the columns. For the purpose of performance evaluation in presence of noise, the permutation ambiguity is first solved by using a greedy least squares column matching algorithm [15]. Then, each column of the reordered matrix $\hat{\mathbf{S}}_{t}$ has to be divided by a scaling factor $\gamma_{r}$, as mentioned in Section V. These scaling factors are taken as the diagonal elements of the matrix $\mathbf{S}_{t}^{\dagger} \cdot \hat{\mathbf{S}}_{t}$. Before calculation of the bit error rate (BER), the elements of the reordered and rescaled matrix $\hat{\mathbf{S}}_{t}$ are projected to the closest points of the finite symbol alphabet.

The results of the first two experiments of this section have been obtained with spreading codes of length $I=16$, short frames of $J=30$ QPSK-symbols, $K=4$ antennas, $L=3$ interfering symbols, $P=2$ major paths per user and $R=5$ users. The antenna gains, the spreading sequences and the channel fading coefficients are drawn from an independent identically distributed (i.i.d.) Gaussian generator with zero mean and unit variance. Since $K<R P$, the rank of $\mathbf{A}$ is at most $K$ so that Theorem 1 can not directly be applied. In this particular case, uniqueness of the BCM can nevertheless be proved in analogy with [20, Ex. 3].

In a first experiment (Fig. 4), we illustrate the impact of illconditioned noise-free data on the convergence speed. We have fixed the tensors $\mathcal{H}_{r}$ and the matrices $\mathbf{S}_{r}$ and for each value of the set $\kappa(\mathbf{A})=\{1,5,10,30,60,100,200\}$, we test the ALS and LM algorithms with 10 different random initializations. The condition number is imposed from an SVD of a randomly drawn matrix $\mathbf{A}, \mathbf{A}=\mathbf{U} \cdot \Sigma \cdot \mathbf{V}^{H}$, after which $\mathbf{U}$ and $\mathbf{V}$ are kept fixed while $\boldsymbol{\Sigma}$ is changed so as to enforce the desired value of $\kappa(\mathbf{A})$. Since the model is noise-free, we have that $\phi=0$ if the global minimum is reached. We select the best initialization as the one that leads to the global minimum (the threshold has been fixed to $\phi<10^{-6}$ ) with the fewest iterations. Fig. 4(a) shows the number of iterations $N$ needed to converge as a function of the values of $\kappa(\mathbf{A})$. The ALS algorithm is very sensitive to the value of $\kappa(\mathbf{A})$ since $N$ varies from 80 to $10^{5}$ when $\kappa(\mathbf{A})$ takes values from 1 to 200. Under the same conditions, the LM algorithm requires only 10 to 40 iterations. This behavior can be explained by Fig. 4(b), which shows the evolution of $\phi$ with respect to the iteration index for $\kappa(\mathbf{A})=\{1,10,30,200\}$. It turns out that the convergence speed of the ALS algorithm drastically decreases for increasing values of $\kappa(\mathbf{A})$. After several small steps in the steepest direction, i.e., large values of $\lambda$ in (22), the convergence speed of the LM algorithm always increases, which is the result of quadratic convergence of Gauss-Newton steps.

In a second experiment (Fig. 5) we assume the presence of additive white Gaussian noise (AWGN) so that the observed tensor is given by $\mathcal{Y}_{\text {obs }}=\mathcal{Y}+\mathcal{N}=\sum_{r=1}^{R} \mathcal{Y}_{r}+\mathcal{N}$, where $\mathcal{Y}$ is the tensor that contains the noise-free data resulting from the sum of


Fig. 4. Impact of $\kappa(\mathbf{A})$ on the performance of ALS and LM algorithms for the decomposition of the noise-free tensor $\mathcal{Y}$. (a) Number of iterations to converge with respect to $\kappa(\mathbf{A})$. (b) Evolution of $\phi$ with respect to iteration index.


Fig. 5. Average performance of the BCM-based blind receiver in presence of AWGN, by means of ALS or LM. (a) Mean BER versus SNR. (b) Mean number of iterations versus SNR.
$R$ contributions $\mathcal{Y}_{r}$ and $\mathcal{N}$ contains noise with variable variance. The signal-to-noise ratio (SNR) at the input of the multiuser receiver is defined as

$$
\mathrm{SNR}=10 \log _{10}\left(\frac{\|\mathcal{Y}\|_{F}^{2}}{\|\mathcal{N}\|_{F}^{2}}\right)[\mathrm{dB}]
$$

We illustrate the performance of the BCM blind receiver based either on ALS or LM by means of 1000 Monte Carlo runs. For each run, the unknown matrices are redrawn and the decomposition of the BCM is calculated from 10 different random starting points. The best starting point is then selected as the one that leads to the smallest value of $\phi$. The stop criterion is $\left\|\mathcal{Y}^{(n)}-\mathcal{Y}^{(n-1)}\right\|_{F}<10^{-7}$ and no control on $\kappa(\mathbf{A})$ is assumed. In Fig. 5(a) the BER is averaged over all users. We compare to the performance of the nonblind least-squares (LS) receiver of which the performance is often used as a benchmark for blind algorithms. In contrast to our algorithms, the LS receiver assumes knowledge of the channel coefficients, spreading
codes and antenna array response, i.e., matrices $\mathbf{A}$ and $\mathbf{H}$ are known. The LS solution for the symbol estimates is then given by (18), where perfect knowledge of $\mathbf{M}$ is assumed. We also plot the performance of two semiblind techniques: either $\mathcal{H}_{r}$ known (Sbc curve) or $\mathbf{A}_{r}$ known (Sba curve). The ALS and LM algorithms give the same BER curves which means that, on the average, they converge to the same point. Moreover, the performance of the blind receiver based on BCM is close to that of the LS receiver (the gap between the two curves is 2 dB for $\operatorname{BER}=10^{-4}$ ). Note that assuming the antenna array response known ( $K R P=40$ known scalars out of 680 unknowns) does not affect the estimation of the remaining unknowns much. In fact, there is enough structure in the BCM itself so that knowledge of the factors in one dimension does not significantly improve the estimation of the factors in the other dimensions. This fact was noticed in [54] for the PARAFAC model. Of course, assuming the tensors $\mathcal{H}_{r}$ known has more impact on the performance $(R I L P=480$ known scalars out of 680). In Fig. 5, we compare the mean number of iterations required by ALS


Fig. 6. Impact of $\kappa(\mathcal{Y})$ on the performance of ALS and LM algorithms for the decomposition of the noise-free tensor $\mathcal{Y}$ of (31). (a) Percentage of successful simulations versus $\kappa(\mathcal{Y})$. (b) Mean number of successful initializations among successful simulations, and mean number of iterations for these initializations.


Fig. 7. Near-far effect on the performance of ALS and LM algorithms with $\kappa(\mathcal{Y})=10$, in presence of AWGN. (a) BER of user 1 ( $\alpha_{1}=1$ ). (b) BER of user $2\left(\alpha_{2}=5.5\right)$. (c) BER of user $3\left(\alpha_{3}=10\right)$.
and LM algorithms for the 1000 runs. It is clear that the LM algorithm requires fewer iterations than ALS. For instance, the relative gain in number of iterations is $60 \%$ for $\mathrm{SNR}=4 \mathrm{~dB}$. Although one LM iteration is (reasonably) more costly than one ALS iteration, LM is to be preferred for the dimensions in this test (the gain in time we measured for $\mathrm{SNR}=4 \mathrm{~dB}$ was $40 \%$ ).

In a third experiment (Fig. 6), we illustrate the impact of the near-far effect on the performance of the ALS and LM algorithms for the separation of noise-free data. For this experiment 10 different initializations are redrawn for each of the 1000 runs. The parameters have been chosen as follows: codes of length $I=6, J=30$ QPSK symbols, $K=4$ antennas, $L=2$ interfering symbols, $P=2$ paths, and $R=3$ users. The stop criterion is the same as in the previous experiment. The observed tensor is generated as follows:

$$
\begin{equation*}
\mathcal{Y}=\sum_{r=1}^{3} \alpha_{r} \frac{\mathcal{Y}_{r}}{\left\|\mathcal{Y}_{r}\right\|_{F}} \tag{31}
\end{equation*}
$$

where the weight $\alpha_{r}$ is used to control the power of the $r^{t h}$ user's signal at the input of the multiuser receiver. We denote by $\kappa(\mathcal{Y})$ the ratio $\max \left(\alpha_{r}\right) / \min \left(\alpha_{r}\right)$. In all the following results,


Fig. 8. Impact of Toeplitz structure preservation and FA stage.
the set of amplitudes used to weight the three users' contributions is $\left\{\alpha_{1}=1, \alpha_{2}=\left(\alpha_{1}+\alpha_{3}\right) / 2, \alpha_{3}=\kappa(\mathcal{Y})\right\}$. In Fig. 6(a), we calculate the percentage of successful simulations, i.e., simulations for which at least one initialization leads to the global


Fig. 9. Impact of over- and underestimation of $P_{r}$ and $L_{r}$. (a) MSE of generator vectors versus SNR. (b) MSE of residual tensor.
minimum, where the BER $=0$ for each user. In Fig. 6(b), we have only selected the successful simulations. We calculate the average number of successful initializations for these simulations (top figure) and the average number of iterations for these successful initializations (bottom figure). We conclude that the LM algorithm is less sensitive to the value of $\kappa(\mathcal{Y})$ than ALS. Similarly to Fig. 4(b), the poor performance of ALS is due to swamps, of which occurrence and length are linked to the value of $\kappa(\mathcal{Y})$.

In a fourth experiment (Fig. 7), we illustrate the near-far effect in presence of AWGN. We use the same values of parameters as in the previous experiment and the same conditions for Monte Carlo runs as in the second experiment. The evolution of the mean value of BER for user $1\left(\alpha_{1}=1\right)$, user $2\left(\alpha_{2}=5.5\right)$ and user $3\left(\alpha_{3}=10\right)$ is illustrated by Fig. 7(a)-(c), respectively. Compared to the performance of ALS, the performance of the LM algorithm is closer to that of the LS estimator for all three users, which is due to the higher probability of ALS to stop in a swamp. Under the same simulation conditions with $\alpha_{1}=\alpha_{2}=$ $\alpha_{3}=1$, we obtained the same curves for ALS and LM.

In a fifth experiment (Fig. 8), we illustrate the impact of the Toeplitz structure preservation strategy and the FA projection strategy. The tensor of observations is built with $I=16, J=50$ BPSK symbols, $K=6, L_{r}=2$, and $P_{r}=3$ for each of the $R=3$ users, and $\kappa(\mathcal{Y})=1$. The methods indexed by "direct" in the legend update the generator vectors of the Toeplitz matrices in one step, as proposed in this paper. The methods indexed by "subspace" estimate these vectors in two steps as follows. First, the matrices $\mathbf{S}_{r}$ are estimated in the least squares sense while ignoring the Toeplitz structure. Then, the subspace-based method of [3] is used for each $\mathbf{S}_{r}$ to recover its structure, as mentioned in Section VI-A. Apart from this Toeplitz structure update strategy, we also compare to the performance obtained with the same algorithms when a FA projection step is added within the loop
after the update of $\mathbf{s}$, as proposed in [18]. In the FA step, we assume that the first symbol of each user sequence is known and equal to 1 . This allows one to eliminate the scaling ambiguity by normalizing each estimated symbol sequence $\hat{\mathbf{s}}_{r}$ by its first element, after which the remaining symbols are projected to the closest FA point. As a conclusion of this experiment, the Toeplitz structure preservation strategy is more accurate than the two-steps subspace strategy. As in [18], we noticed that convergence is accelerated by the use of FA property within the ALS loop (reduction by a factor 6 in this experiment). However, rescaling each estimated sequence according to a potentially erroneous first symbol may affect the estimation of the other symbols, which explains the degradation of the performance.

In a last experiment (Figs. 9 and 10), we assume that the number of paths $P_{r}$ and the channel length $L_{r}$ are user-dependent. We illustrate the impact of under- and overestimation of these parameters. We have considered $R=2$ users, with $\left\{L_{1}, P_{1}\right\}=\{3,2\},\left\{L_{2}, P_{2}\right\}=\{2,3\}$. The other parameters are $I=8, J=50$ QPSK symbols, $K=8$ and $\kappa(\mathcal{Y})=1$. In Fig. 9(a), we illustrate the evolution of the mean square error (MSE) of the generator vector of the symbol matrix as a function of the SNR, for different choices of $\left\{L_{r}\right\}$ and $\left\{P_{r}\right\}$. The performance of the LS estimator is plotted as a benchmark. The figure shows that overestimation of $P_{r}$ did not significantly affect the performance. On the other hand, underestimation of $P_{r}$ or $L_{r}$ did degrade the performance, the reason being that part of the effective signal was considered as noise. Overestimation of $L_{r}$ degraded the performance too.

Fig. 9(b) shows the evolution of $e=\left\|\mathcal{Y}_{\text {obs }}-\hat{\mathcal{Y}}\right\|_{F} /\left\|\mathcal{Y}_{\text {obs }}\right\|_{F}$. We see that the fit improves for increasing $P_{r}$ and $L_{r}$, until these parameters reach their true values. After this point, the fit does not significantly improve anymore. This can be used to estimate $P_{r}$ and $L_{r}$ : the parameter estimates are increased to the point where the effect on the fit becomes negligible. Moreover, over-


Fig. 10. Impact of overestimation of $L_{r}, \mathrm{SNR}=10 \mathrm{~dB}, J=200$. User 1 (left): $P_{1}=2, L_{1}=3$, and $\hat{P}_{1}=3, \hat{L}_{1}=3$. User 2 (right): $P_{2}=3, L_{2}=2$, and $\hat{P}_{2}=3, \hat{L}_{2}=3$.
estimation of $L_{r}$ is indicated by the fact that the source constellation pattern is lost. When the true value $L_{r}$ is strictly smaller than its estimate $\hat{L}_{r}$, then $\mathbf{S}_{r}$ can be very well approximated by $\hat{\mathbf{S}}_{r} \cdot \mathbf{T}_{r}$, with $\mathbf{T}_{r}$ an $\left(\hat{L}_{r} \times L_{r}\right)$ Toeplitz matrix. In other words, the true generator vector $\mathbf{s}_{r}$ can be obtained from a linear combination of the columns of $\hat{\mathbf{S}}_{r}$. This implies in turn that the estimated generator vector $\hat{\mathbf{s}}_{r}$ does not show the typical constellation pattern anymore. This is illustrated in Fig. 10. The left panel shows the estimated symbols for user 1 , with $P_{1}$ overestimated and $L_{1}$ correctly estimated. The right panel shows the estimated symbols for user 2 , with $P_{2}$ correctly estimated and $L_{2}$ overestimated. Finally, we mention that we have observed that overestimation of $L_{r}$ and/or $P_{r}$ slowed down the convergence.

## VIII. CONCLUSION

In this paper, we have shown how Block Component Analysis of a third-order tensor leads to a powerful blind receiver in DS-CDMA systems where convolutive mixtures are received by an array of antennas. The tensor model takes both ISI and multipath propagation aspects into account, which was not the case for the blind PARAFAC receiver in [15]. The separation of each user's contribution relies on the uniqueness property of the BCM decomposition. The equalization step is performed within each contribution by imposing a Toeplitz structure to the symbol matrix. This method does not require the channel to be stationary over many symbol periods since it is deterministic and, thus, works for very short data sequences.

The BCM approach involves joint estimation of the factors in the three modes, meaning that the method performs blind channel identification, blind symbol estimation and blind DOA estimation for each user. In a semiblind situation where the antenna array geometry is known, the particular structure of the matrices $\mathbf{A}_{r}$ [10] could be exploited. Block Component Analysis can also be applied to other systems where at least three diversities are available. For instance, the code diversity could be replaced by a temporal oversampling diversity. The computation strategy for the calculation of the BCM decomposition is an important issue. It turns out that an algorithm of the

LM type offers faster convergence than an ALS algorithm and is better suited for blind extraction of ill-conditioned data and small-power contributions.
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